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ABSTRACT 
 

The new Contra-rotating Darrieus turbine configuration has been invented to 

enhance the Vertical Axis Wind Turbine (VAWT) performance. This 
configuration increases the relative rotational speed of the generator, 

resulting in higher output power. It is well known that the increase can reach 

four times the output power. However, how the Darrieus turbine VAWT contra-
rotating configuration influences its aerodynamic performance still needs to 

be discovered. This study investigates the aerodynamic performance of the 

contra-rotating configuration by comparing it to the single-rotating Darrieus 
turbine VAWT under the same conditions. The freestream speed is 5 m/s, with 

TSR varying from one to two intervals of 0.2. This research is being completed 

using Computational Fluid Dynamics (CFD) 3D cases with an Unsteady 
Reynold Average Navier-Stokes (URANS) equation as the turbulent model 

equation. The results of this study show that in terms of output power or Power 

coefficient (Cp), the contra-rotating has a greater value than the single-
rotating configuration. However, in all TSR variations, contra-rotating 

outperforms single-rotating in terms of aerodynamic performance or moment 

coefficient (Cm). This is due to the fact that the aspect ratio of stage 1 contra-
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rotating rotor is lower than the single-rotating rotor, resulting in more 

significant blade tip losses in contra-rotating. The flow was discovered 
through the gap between stages 1 and 2 contra-rotating, providing additional 

momentum. This phenomenon increases Cm at an azimuth angle of 200°-255°. 
 

Keywords: Darrieus Turbine; Contra-Rotating; Numerical Simulation; 

Power Coefficient; Moment Coefficient 
 

 

Introduction  
 
The development of renewable energy, especially the Vertical Axis Wind 

Turbine (VAWT), is increasing.  due to the awareness of the current pollution 

levels from the use of fossil energy [1]. VAWT itself has several advantages 
when compared to Horizontal Axis Wind Turbine (HAWT), such as a simple 

design so that the costs required are not much, being able to work in urban 

areas or areas with low wind speeds and being able to work in all different 
wind directions [2]. However, people still use HAWT more than VAWT 

because HAWT produces better performance when compared to VAWT and 

has a better self-start. Many researchers were trying to improve the quality of 
VAWTs, such as [3]-[4], who import hybrid VAWTs to have good 

performance and self-start. Bausas and Danao [5] used an airfoil camber to 
improve the performance of the Darrieus turbine VAWT. Several studies [2], 

[6]–[8] examined the effect of solidity on tip speed ratio. Li et al. [9] examined 

the effect of aspect ratio on turbine performance. Zhu et al. [10] investigated 
the addition of a flap. Liu et al. [11] investigated the effect of the trailing edge 

movable flap on the VAWT performance of the Darrieus turbine. Several 

studies from [12]-[16] examined the effect of pitch angle on VAWT 
performance. Azizuddin et al. [17] studied VAWT with a novel blade design.  

Didane et al. [18] conducted an experiment using a new rotor 

configuration, namely the contra-rotating VAWT, especially with the Darrieus 
turbine. This configuration has two rotors with the same airfoil type and 

dimensions rotating in opposite directions but having one axis of rotation. This 

configuration is inspired by contra-rotating HAWT where the configuration 
utilizes the residual wind speed from the main rotor by using an additional 

rotor located behind the main rotor so that the turbine's performance can be 

increased. The incoming wind speed in the contra-rotating either through the 
first stage or the second stage has the same magnitude, so the moment was 

greater than just the first stage. In contra-rotating, both the rotor and stator at 

the generator rotated in opposite directions, so it produced a higher relative 
rotation. This configuration used a semi-cylindrical pipe placed on the 

connector between the rotor and the shaft to assist in self-starting. This 

configuration did not require an electric motor as a helper in self-starting, so 
the tip speed ratio used can be less than one. That study stated the increasing 
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Coefficient Performance (𝐶𝑃) with contra-rotating configuration up to 40% 

compared to the single-rotating. Contra-rotating VAWT produced a greater 

moment than single-rotating VAWT. Therefore, the contra-rotating effect on 

the Darrieus turbine performance can significantly increase the turbine 
performance. After following this study, there came researcher research this 

configuration, such as examining the concept of contra-rotating VAWT using 

a Savonius turbine conducted by Ahmudiarto et al. [19]. From this study, it 
was found that the performance obtained increased up to two times. Didane et 

al. [20] also conducted research on contra-rotating using a Savonius turbine. 

The three blades of Savonius were tested in a wind tunnel within an inlet 
velocity of 2 m/s up to 9 m/s. The best results were obtained at low wind speeds 

(2 m/s), with an average Cm increasing up to 42% and Cp 28% for contra-
rotating configuration. Then the research was conducted by Didane et al. [21] 

to determine the effect of axial distance and aspect ratio. The study found that 

the best performance was obtained by using the smallest axial distance and the 
largest aspect ratio. Didane et al. [22] also studied using Savonius and Darrieus 

turbines in the contra-rotating VAWT configuration with low wind speed 

starting from 2 m/s to 9 m/s. it was found that contra-rotating increased the 
efficiency system by up to 42%. Particularly, the Darrieus turbine resulted in 

a higher efficiency along with the increasing wind speed. While in the savonius 

turbine, the efficiency was opposite with the Darrieus turbine.  
Jung et al. [23] investigated contra-rotating HAWT with optimal 

variations in axial distance and diameter size of the auxiliary rotor. The best 

performance is discovered in the size and axial distance, which is at 12 of the 
main rotor diameters. Ko et al. [24] conducted a numerical study of contra-

rotating using a Darrieus turbine. This study adopted the contra-rotating 

geometry from [18], with variations of thickness airfoil, camber airfoil, and 
also the axial distance between the first stage and the second stage. The tip 

speed ratio value was conditioned as same as in [18]. this study aimed at the 

effect of contra-rotating without semi-cylindrical pipes that connected the 
rotor’s shaft with the performance. The results showed that the greatest 

thickness can produce better performance. In contrast, airfoils with the largest 

camber can produce the best performance. However, this study resulted in a 

very small 𝐶𝑃 compared to the research conducted by Didane at the same tip 

speed ratio value. 
Previous studies [18], [24] showed that contra-rotating Darrieus 

turbines were still limited to a low tip speed ratio which was below one while 

this tip speed ratio was not an ideal condition for Darrieus turbine working on 
[22]. Therefore, the aerodynamic performance characteristic of the 

configuration was yet to be explained. This study aims to determine the effect 

of the contra-rotating VAWT configuration on the Darrieus turbine with an 
ideal tip speed ratio for the Darrieus turbine working using Computational 

Fluid dynamics (CFD). This study uses the three-dimensional unsteady 

simulation case to obtain more accurate results and representation of the three-
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dimensional flow structure across the contra-rotating turbine rotors. To the best 

of our knowledge, this is the first paper to analyze the flow structure around 
the contra-rotating turbine and compare it with the single-rotating one. 

 

 

Method 
 

Turbine configuration 
This study used a single-rotating configuration to compare the performance 

with contra-rotating. This single-rotating configuration followed the turbine 

model from [28], Darrieus turbine with the H-rotor with a diameter rotor of 
0.74 m, rotor height of 0.6 m, airfoil NACA 0015 with a chord length of 0.15 

m as shown in Figures 1a and 1d. Meanwhile, the contra-rotating configuration 

consisted of two stages rotating in opposite directions i.e. the first stage rotated 
clockwise direction while the second stage rotated counterclockwise direction. 

This configuration has the same dimensions as single-rotating, only this 

configuration, was divided into two parts as shown in Figure 1d.  based on 
research from [1], stated that the smallest axial distance gave the best 

performance. More details are shown in Table 1 

 
Table 1: Details of the single-rotating and contra-rotating turbine 

 

Parameter Single - Rotating Contra-Rotating 

Diameter, D (m) 0.74 0.74 

Radius, R (m) 0.37 0.37 

Height, H (m) 
Swept Area, A [m2] 

Axial Distance, Ad [m] 

0.6 
0.44 

- 

0.3 x 2 stage 
0.2 x 2 stage 

0.06 
Number of Blades, N (m) 3 3 x 2 stage 

Chord Length, c (m) 0.15 0.15 

Airfoil NACA 0015 NACA 0015 

Pitch Angle (β) (°) 0 0 

Aspect Ratio, H/D (-) 0.81 0.405 x 2 stage 

Solidity Ratio, σ (-) 0.193 0.193 

ReD (-) 

 Tip Speed Ratio [-] 

228914.14 

1, 1.2, 1.4, 1.6, 1.8, 2 

228914.14 

1, 1.2, 1.4, 1.6, 1.8, 2  

Numerical method 
The three-dimensional simulation was carried out using the finite volume 
method with the Unsteady Reynold Averaged Navier Stokes (URANS) as the 

basic flow equation to be solved. The URANS equation has several variables 

such as time, velocity, pressure, and turbulent properties. The velocity, time, 
and turbulent properties were solved using a second-order discretization 

scheme to get good accuracy, while the pressure variable uses a SIMPLE 

pressure-velocity coupling scheme [26]. The turbulent model used was SST-
kw because this turbulent model can capture the phenomenon of flow 



Numerical Study of Contra-Rotating Darrieus Turbine 

5 

separation in the adverse pressure gradient region to provide more accurate 

results [27].   
 

 
       (a)           (b) 

 

  
         (c)            (d) 

 
Figure 1: Geometry and dimensions of the contra-rotating Darrieus VAWT 

turbine; (a) top view single-rotating, (b) top view contra-rotating, (c) side 

view single-rotating, and (d) side view contra-rotating 
 

The boundary condition used was the velocity inlet with a value of 5 

m/s while the outlet used a pressure outlet with a value of 0 pascals. The side 
wall, the top wall, and the bottom wall used a slip condition wall, but the airfoil 

used a no-slip condition wall. The cell zone in the fixed zone was set to 

stationary while the rotating zone was set to rotary with the boundary between 
the fixed zone and the rotating zone set as an interface so that the two cell zones 

can communicate. The time step was set using the azimuth angle interval (dθ) 

of 0.5° so the results obtained are accurate while the computation time is also 

not too long [26]. As many as 22 revolutions were conducted to obtain accurate 

and stable results [26]. Therefore, in this study, the simulation was divided into 
2 steps. The first step of the simulation was carried out with 20 revolutions 

with a dθ of 10°. The discretization scheme especially for turbulent properties 

used first-order and the convergence criteria were set to 10−4 for all properties. 

This simulation aimed to obtain a stable calculation. After that, the simulation 
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was repeated with 2 revolutions at a dθ of 0.5°. The discretization schemes 

used all second order, and the convergence criteria were set 10−5. This 

simulation aimed to get accurate results so that the simulations carried out in 

this study obtained stable and accurate results. 
The domain calculation that was simulated consists of two different cell 

zones, namely the fixed zone and the rotating zone. There are two rotating 

zones each on the first stage and the second stage which allows for the rotor to 
rotate in opposite directions. The length of the calculation domain itself was 

25D while the width was 10 D. The height was made of 6D as shown in Figure 

2. The dimensions of the calculation domain were determined in such a way 
that the resulting blockage ratio was not more than 5% whereas the blockage 

ratio is a ratio between swept area turbine with a cross-sectional area of domain 

calculation [25]. 
 

 
(a) 

 

 
(b) 

 
Figure 2: Domain calculation (a) top view, and (b) side view 

 

The mesh that can be applied to the calculated domain can only use a 
mesh with a tetrahedral mesh. This was because the domain calculation that 

has been made has a slightly complicated form. The use of tetrahedral mesh 

was more flexible for complex domain calculations but has a drawback related 
to accuracy. In addition, using tetrahedral requires a longer process in the 

simulation than using a hexahedral mesh which will be a problem in this study 
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because this research relied heavily on high accuracy but with fast computation 

time. Therefore, it was necessary to make some auxiliary lines in the 
calculation domain to ensure that a hexahedral mesh dominates the mesh that 

can be applied to the calculation domain as in Figure 3. Thanks to the helplines 

provided for the domain calculation, the mesh can be used for the domain 
calculation using hexahedral. However, for the mesh around the rotating zone, 

it was very difficult to condition the hexahedral with a structured mesh because 

the geometry of the Darius turbine was quite complicated. Therefore, auxiliary 
lines were added around the airfoil so that the mesh around the airfoil can be 

hexahedral conditioned with a structured mesh. The first distance between the 

wall of the blade and the first cell was described as 𝑦+. Therefore 𝑦+ was 

conditioned at 𝑦+< 5 so that the calculation reached the viscous sub-layer area 

to increase the accuracy. 

 

     
  (a)             (b) 

 

     

 
(c) 

 

Figure 3: Overall mesh; (a) around the airfoil, (b) top view, and (c) side view 
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Grid independence test 
One of the factors that affect the simulation process's accuracy is the number 
of cells used. Ideally, the more cells used, the more accurate the simulation 

results will be.  

 
Table 2: GIT result 

 

Number 

of cells 

Coefficient 

moment 

Maximum 

y+ 

Maximum 

skewness 

Relative error 

coefficient moment 

1067739 0.269627 2.042 0.77 - 

1393864 0.267208 2.032 0.77 0.008972 

1719989 0.264362 2.045 0.75 0.010651 

2046114 0.2602057 2.038 0.7 0.0026 

2372239 0.260884 2.02 0.7 0.0026 

  

However, with many cells, the computation time will also be longer. 
Then it is necessary to use the optimal number of cells. Optimal means that by 

using as few cells as possible, the desired parameter results slightly different 

from higher cells. A test was carried out namely the Grid independence test 
(GIT). In this study, it was determined that there were five numbers of cells 

used, namely 1 million, 1.4 million, 1.7 million, 2 million, and 2.4 million. The 

parameter to be compared is the mean Coefficient Moment (𝐶𝑀) for each 

number of cells produced. In the GIT process, It was used a constant wind 
speed of 5 m/s with a constant tip speed ratio of 1.4. 

From the tests carried out, Table 2 shows that the number of cells of 2 

million began to show a small difference in mean 𝐶𝑀. It was found that the 

number of cells 1 million, 1.4 million, and 1.7 million still produced 

fluctuations in mean 𝐶𝑀. Therefore, in this study, the number of mesh 2 million 

was taken as the optimum mesh with maximum 𝑦+ at 2.038. 

 

 

Governing Equations 
 

Conservation mass and momentum equation  
When using the CFD approach to solve problems, two basic equations of flow 
are used, namely the conservation of mass and momentum. Equation 1 refers 

to the mass conservation of the fluid flowing in the control volume, in which 

the dot product of nabla (∇) and the velocity vector (�⃗� ) are equal to 0. This 

implies that the fluid mass flow in the control volume must be constant.  
 

∇. 𝑉⃗⃗⃗⃗ = 0 (1) 
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Equation 2 depicts the fluid momentum equation when working in 

volume control with the x coordinate. Due to the turbulent conditions, there 

are several additional variables (𝑢′2̅̅ ̅̅ , 𝑢′𝑣 ′̅̅ ̅̅ ̅̅ , 𝑢′𝑤′̅̅ ̅̅ ̅̅ ) as Reynold Stresses that are 

resolved in this study. This is known as the Reynold Average Navier Stokes 
(RANS) equation. 

 

𝜌 (
𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
+ 𝑤

𝜕𝑢

𝜕𝑧
) =  𝜌. 𝑔 −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2 +

𝜕2𝑢

𝜕𝑦2 +
𝜕2𝑢

𝜕𝑧2) +
1

𝜌
[
𝜕(−𝜌𝑢′2)

̅̅ ̅̅ ̅̅ ̅̅

𝜕𝑥2 +
𝜕(−𝜌𝑢′𝑣′)̅̅ ̅̅ ̅̅ ̅̅ ̅

𝜕𝑦2 +
𝜕(−𝜌𝑢′𝑤′)̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝜕𝑧
]  

 

(2) 

Model turbulent 
The K- ω SST is one of several turbulence models that combine the K- ε and 

K- ω models. It is well known that the use of the K- ε model is less sensitive 

in areas far from the wall. However, it is extremely sensitive to the boundary 
layer in the adverse pressure gradient area near the wall. As a result, the K- ω 

SST employs the K- ε  model in areas far from the wall and the K- ω model in 

areas close to the wall. Equation 3 depicts the transport equation for K- ω SST. 
 

𝜕(𝜌𝜔)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝜔𝑈) = 𝑑𝑖𝑣 [(𝜇 +

𝜇1

𝜎𝜔,1
)  𝑔𝑟𝑎𝑑(𝜔)] +

 𝛾2 (2𝜌𝑆𝑖𝑗 .𝑆𝑖𝑗 −
2

3
𝜌𝜔

𝜕(𝑈)

𝜕𝑥𝑗
𝛿𝑖𝑗) − 𝛽2𝜌𝜔2 + 2

𝜌

𝜎𝜔,2𝜔

𝜕𝑘

𝜕𝑥𝑘
 
𝜕𝜔

𝜕𝑥𝑘
  

 

(3) 

Parameter analysis VAWT 
Coefficient Power (𝐶𝑃) is a dimensionless number that is used to measure or 

compare the output power of wind turbines. This 𝐶𝑃 value is calculated by 
dividing the power on the rotor shaft by the freestream power. Where Equation 

4 shows the mathematical expression for 𝐶𝑃. M is the moment of the rotor, 

relative velocity angular for the ω, and 𝑈 for freestream velocity. 

 

𝐶𝑃 = 
2.𝑀 . ω

 𝜌𝐷𝐻𝑈3
 

(4) 

 
The coefficient Moment (𝐶𝑀) is a dimensionless number that represents 

the ratio of the moment by the rotor to the moment that is available in the 

freestream. This number is used to compare or determine the working rotor's 
aerodynamic performance. 

 

𝐶𝑀 =
𝑀

1
2
𝜌𝐴𝑅𝑈2

 
(5) 
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TSR is a dimensionless number that represents the ratio of the tangential 

speed at the rotor to the incoming freestream speed. This TSR is an important 
component in the discussion of wind turbines; besides being used in calculating 

turbine performance and turbine characteristics, this TSR value is used in the 

Darrieus turbine design [18]. 
 

𝑇𝑆𝑅 =
ω𝑅

𝑈
 

(6) 

 

 

Results and Discussion 
 

To determine the effect of the contra-rotating VAWT Darrieus turbine by 
comparing the performance of contra-rotating and the performance of single-

rotating. The compared performance is the value of CP and aerodynamic 

performance can be compared from the value of CM. After the data is obtained 

from the simulation and calculated, CP graphs are obtained for contra-rotating 

and single-rotating as shown in Figure 4. 
 

 
 

Figure 4: Graph of the change of 𝐶𝑃 versus tip speed ratio 

From Figure 4 it is known that both contra-rotating and single-rotating 
have the same peak Cp at TSR 1.6. This shows that although contra-rotating 

has a higher number of blades than single-rotating which indicates a larger 

solidity ratio, there should be a different trend of 𝐶𝑃 changes to tip speed ratio 

according to research conducted by [11]. contra-rotating has a total of 6 blades 

while single-rotating only has 3 blades, it does not change the trend of 𝐶𝑃 

versus tip speed ratio because in contra-rotating, the addition of the number of 
blades is not placed on the same rotor so that the solidity remains constant. 
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The difference in 𝐶𝑃 between contra-rotating and single-rotating can be 

seen clearly in each of the existing tip speed ratios (see Figure 4). The biggest 

difference lies in tip speed ratio 2 where the difference can reach 70%. This 

large difference in 𝐶𝑃 is mostly due to the difference in angular velocity used, 

as previously explained that contra-rotating can increase the relative rotational 
speed. 

In this study, the first and second stages have the same tip speed ratio, 

theoretically, the increase of 𝐶𝑃 in contra-rotating can reach 4 times from 

single-rotating because the relative angular velocity increases up to 2 times 

[19]. However, the largest increase in 𝐶𝑃 contra-rotating only reaches 70%. 

The loss about 30% of the total increase in 𝐶𝑃 from contra-rotating was due to 

a loss in aerodynamic performance. Figure 5 shows that in terms of 

aerodynamic performance, single-rotating is superior to contra-rotating for all 

tip speed ratios. 
 

 
 

Figure 5: Graph of change in average 𝐶𝑀 to tip speed ratio 

The greatest reduction in 𝐶𝑀 through contra-rotating versus single-

rotating was found in tip speed ratio 1 and the smallest was in tip speed ratio 

2, with 25% and 15% respectively. Figure 5 depicts the trend of change in 𝐶𝑀 

versus tip speed ratio, which is identical to the trend of change in 𝐶𝑃 to tip 

speed ratio. Peak 𝐶𝑀 differs slightly between single-rotating and contra-

rotating, with single-rotating having a 𝐶𝑀  of 0.158 at tip speed ratio 1.4 and 

contra-rotating having a 𝐶𝑀 of 0.128 at tip speed ratio 1.6. 

The cause of the significant difference in aerodynamic performance 
between contra-rotating and single-rotating in Figure 5 can be explained in the 

graph of the change in 𝐶𝑀 on the azimuth angle of 1 blade as shown in Figure 

6. As an example, the graph 𝐶𝑀 as a function of the azimuth angle for one blade 

is taken at tip speed ratio 1.6 because this tip speed ratio has the largest 
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different value of 𝐶𝑀 between the single-rotating and the contra-rotating. From 

Figure 6 it can be shown that there is a large difference in the value of 𝐶𝑀 when 

the blade passes through an azimuth angle equal to 90º or at the peak 𝐶𝑀. 

 

 
 

Figure 6: Graph of 𝐶𝑀 change to azimuth angle at a tip speed ratio of 1.6 

In single-rotating, it is found that the 𝐶𝑀 at the azimuth angle of 90° is 

around 0.31 while in contra-rotating the 𝐶𝑀 is 0.246. The difference between 

the two configurations with the relative ratio is 20%. The difference in the 𝐶𝑀 

value at the azimuth angle of 90° can occur because there are different aspect 
ratios for contra-rotating and single-rotating blades, which causes blade tip 

losses in contra-rotating blades to be greater than for single-rotating blades. 

Although this study uses the same dimensions between the height of the single-
rotating rotor and the combined rotor 1 and 2 in contra-rotating, it does not 

make the two configurations have the same aspect ratio. This is because rotor 

1 and rotor 2 have different rotation directions. When blade 1 on the contra-

rotating is at an azimuth angle of 90° or is at the peak 𝐶𝑀, none of the blades 
on rotor 2 are in the same position as blade 1 on rotor 1. 

Figures 7a and 7b for contra-rotating and single-rotating respectively 

show streamlined pulses at both ends of the blade, indicating a blade 
phenomenon of tip losses. On the pressure contour, this phenomenon is 

indicated by a change in the pressure distribution on the low-pressure side from 

the blade's tip to the center of the blade. The closer the blade tip, the more 
pressure on the low-pressure side will increase. This is due to the fact that the 

tip vortex from the high pressure side reduces flow on the low pressure side 

thus the pressure is increased. In contra-rotating (see Figure 7a), the effect of 
blade tip losses is strongly marked by an increase in pressure on the low-

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 45 90 135 180 225 270 315 360

C
o

ef
fi

ci
en

t 
m

o
m

en
t (

C
M

)

Azimuth angle 

Blade 1 Contra-
rotating

Blade 1 Single-
rotating



Numerical Study of Contra-Rotating Darrieus Turbine 

13 

pressure side which is almost to the center of the blade due to the small aspect 

ratio of the blade, while in single-rotating (see Figure 7b), The increase of 
pressure on the low-pressure side can only be seen around the blade's tip. The 

closer to the center of the blade, the less noticeable this increase of pressure is. 

This increase in pressure on the low-pressure side will reduce the difference 
between the pressure in the high-pressure area and the low-pressure side so 

that the lift force on the blade is reduced. 

 

          
(a)     (b) 

 

 

Figure 7: Streamline and contour blade pressure 1 azimuth angle 90º Z view; 

(a) contra-rotating, and (b) single-rotating  

In addition to the effect of blade tip losses due to the difference in aspect 
ratio between contra-rotating and single-rotating, it is known that the effect of 

contra-rotating on the VAWT of the Darrieus turbine can be seen in Figure 8. 

In the graphic image, it is known that there is an increase in 𝐶𝑀 in the azimuth 

angle around 200º-255º for contra-rotating. 

The increase in 𝐶𝑀 in the azimuth angle 200º-255º is due to the contra-

rotating gap between rotor 1 and rotor 2 or what is commonly called the axial 
distance. In the single-rotating shown in Figure 9b, blade 1 with an azimuth 

angle position of  200º-255º does not get an additional moment. This is because 

the flow velocity through blade 1 is the residual velocity from blade 3 with an 
azimuth angle of 0º-180º. However, in contra-rotating, the freestream velocity 

through the axial distance formed from blade 3 and blade 4 which forms a 

straight line parallel to the axial axis does not experience a decrease in velocity 
due to energy conversion from rotor 1 or rotor 2, so that when the flow flows 

blade 1 whose position is in the azimuth angle of  200º-255º gets an additional 

momentum as in Figure 9a and the addition of this momentum can be shown 
from the larger wake area in Figure 10. It can be seen that the effect of this 
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axial distance not only increases the momentum around blade 1 but also 

increases the angle of attack at the azimuth angle of 200º-255º. 
 

 
 

Figure 8: Graph of the change in 𝐶𝑀 with respect to the azimuth angle at tip 

speed ratio 2 

 

   
(a)     (b) 

 

Figure 9: Absolute velocity contour Z = 0.14 m; (a) contra-rotating, and (b) 

single-rotating 
 

The contra-rotating moment at the azimuth angle of 200º-255º is still far 

from the moment produced when blade position 1 is at the optimum azimuth 
angle or 35º-90º. However, both blade positions receive the same freestream 

velocity. This is because the moment on the blade is obtained by integrating 

the tangential force over the entire area of the blade multiplied by the rotor 
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radius, when the position of blade 1 is at an azimuth angle of 0º-180º, the blade 

gains moment from the freestream velocity with the same value for the entire 
area of the blade. When the position of blade 1 is at an azimuth angle of 200º-

255º or in a position to obtain additional momentum from the axial distance, 

not all blade areas receive the additional momentum because some areas on 
blade 1 receive residual wind or wake from blade 3 (see Figure 9a). Even 

though the freestream velocity received on blade 1 is the same, the resulting 

moment generated by blade 1 when it is in position 200º-255º is not as large as 
when it is in position 35º-90º. 

 

   
    (a)                    (b) 

 

Figure 10: Relative velocity contour on blade 1 at azimuth angle 247º; (a) 

contra-rotating, and (b) single-rotating 
 

 

 Conclusion 
 

From this study can be concluded that the contra-rotating configuration on the 

VAWT Darrieus turbine can increase the 𝐶𝑃 of the Darrieus turbine VAWT up 

to 70% through an increase in the relative rotation of the rotor so that the power 

generated is greater in all variations of tip speed ratio. However, when viewed 

through aerodynamic performance or 𝐶𝑀, the contra-rotating configuration of 

the Darrieus turbine VAWT reduces performance in all variations of tip speed 
ratio. This is because the blade tip losses in the contra-rotating configuration 

are greater than the single-rotating due to the different aspect ratios of the two 

configurations. 
The effect of contra-rotating on the VAWT Darrieus turbine can also be 

seen from 𝐶𝑀 when the blade is at an azimuth angle of 200º-255º. There is an 

increase in 𝐶𝑀 due to freestream flow flowing through the axial distance 

providing fresh air and is known to increase the velocity and the angle of attack 
of the blade. This axial distance effect is only beneficial for the contra-rotating 
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VAWT of the Darrieus turbine when the turbine operates at tip speed ratio of 

1.6 to tip speed ratio of 2. 
The Darrieus contra-rotating configuration is a new configuration that 

comes with the potential to generate more output power than the conventional 

Darrieus turbine. The Darrieus turbine VAWT contra-rotating will be better 
described as a result of this research, mainly its effect on aerodynamic 

performance. However, further research on the Darrieus contra-rotating 

VAWT turbine is needed to determine how the aerodynamic performance with 
axial distance variations and when the aspect ratio between stage 1 and the 

single-rotating rotor is made the same. 
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ABSTRACT 

 

This paper focused on the behavior of the dam when exposed to seismic 
loading and ability of the dam to withstand the applied loads from various 

seismic events. The chosen concrete dam to be referred to in the two-

dimensional analysis is Beris Dam located in Kedah, Malaysia. A nonlinear 
dynamic analysis is chosen to analyse the behavior of Beris Dam under 

selected ground motion. Analysis of the dam is performed using the finite 

element method by utilizing ABAQUS software. From the cracking analysis 
pattern, a crack appeared at the upstream face of the dam caused mainly by 

the excessive tensile stress. Based on the results, the displacement of the dam 

is increased with the increasing of ground motion data where the displacement 
occurred in the horizontal direction. The maximum stresses exerted by the dam 

structure do not exceed the allowable capacity of concrete dams. The stress 

behaviour of the dam was satisfactorily acceptable as the maximum normal 
stress and shear stress of the dam when numerous seismic loadings are applied 

do not exceed the allowable stress capacity which is 800 kN/m2. 
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Introduction 
 

Dam is an engineered structure that was built for domestic and industrial water 

supply or for irrigation works. A multipurpose dam is often designed to 
provide water- control structures and for generating the hydroelectric power or 

to reduce the peak discharge of floodwater. However, the dams need to be 

designed with an ability to resist the natural disasters such as earthquakes and 
devastating floods as the dam failure would result in life losses and structural 

damages [1]. In order to acknowledge the geological characteristics of a 

selected area to establish a dam structure, a geological survey needs to be 
executed. The geological survey cost a huge amount of money as the 

earthquake issues need to be considered in designing the dam structure. The 

effect of an earthquake with Richter magnitude exceeding 6 M caused a 
destruction to dams. The Shih-Kang dam was seriously damaged due to the 

Chichi earthquake with 7.6 M that resulted in fractures and split of dam body 

from foundation bedrock [2]. The damages of Shih-Kang dam also resulted in 
heavy flooding in the D/S direction and disrupted the power and water 

resources to the location involved. 

Earthquake effects towards concrete dams differ based on the dam 
types. The consequences of the earthquakes towards the dam can result in the 

damage and failures of dam structure. The dam’s failure due to the earthquake 

effects would bring a disaster towards the surrounding area and humans. As a 
safety measurement, a dam structure should be evaluated on its ability to resist 

seismic waves. The essential parameter in designing and performance 

evaluation of the concrete dams is the safety level subjected to the seismic 
safety. Nonlinear dynamic analysis utilizes the combination of ground motion 

records with a detailed structural model. Therefore, this method is capable of 

producing results with relatively low uncertainty. In nonlinear dynamic 
analyses, the detailed structural model subjected to a ground-motion record 

produces estimates of component deformations for each degree of freedom in 

the model [3]. Hence, the study on the seismic assessment of Beris Dam under 
earthquake loading performed by using nonlinear dynamic analysis utilizing 

finite element method. Impact of earthquakes has been one of the major 

concerns of scientists and engineers for a long time. Enhancement on the 
material performance for the application due to seismic effect was conducted 

in prevoius studies [4]-[8]. Furthermore, many studies have been made to 

mitigate the seismic responses of dams [9]-[13], buildings [14]-[18] and 
bridges [19]-[20] due to seismic loads. 

Crack patterns on concrete dams appear as the reaction of the dam 

structure towards seismic loading. The crack pattern is a parameter of 
performance of a dam subjected to the different ground motion with varying 
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intensity levels. Thus, the safety measure should be taken by studying the crack 
pattern to ensure the durability and sustainability of the dam. A safety need for 

a concrete dam regarding the dynamic loads should be taken into consideration 

during assessment of the stability of dam structure [21]. For instance, the 
ability of structure to withstand the applied lateral forces and moments and 

averting the unnecessary cracking of the concrete dam. 

Under the earthquake effect, a concrete structure would undergo 
cracking and not be able to contain the structural loads [22]. Koyna Dam has 

encountered crack damage due to the Koyna earthquake that struck with a 

strength of 6.5 M in December 1967. The dam structure has an elongated shape 
with a constant cross section. The design of the dam can be determined under 

planar deformation conditions because the position of the load does not change 

in direction [2]. There are several factors that lead to the cracking of concrete 
dams which are the suitability of concrete materials, site selection of the dam, 

temperature control and maintenance of the dam and lastly, profile design of 

the dam [23]. These factors need to be considered carefully as the performance 
of dam structure would be affected when seismic excitations present. Shukai 

[24] and Santos [25] conducted an efficient numerical framework for the 

seismic analysis of concrete dams as well. 
The relative horizontal and vertical displacements of different dams 

have been reported by many researchers. Crest displacement normally occurs 

at the neck and heel of the dam when the body structure is exposed to seismic 
loading. The maximum horizontal displacement of the dam crest happened due 

to the hydrostatic pressure [12]. In this study, the maximum crest displacement 

is investigated to determine the effect of the seismic loading on the dam 
structure.   

Stress appears in the dam structure when seismic loading is applied to 

the body structure. Through dynamic analysis, the stress distributions in the 
body structure can be seen. The normal stress and shear stresses of a dam when 

seismic loading is applied need to be analysed to obtain the ability of dam 

structure to withstand the applied force. The maximum and minimum stresses 
are different for each mode of shape under time history data analysis [26]. The 

capability of a concrete dam to withstand the applied force can be determined 

by comparing the maximum normal and shear stresses with the allowable 
stress capacity of concrete [9], [11]-[13]. 

 

 

Research Background 
 

The Beris Dam is chosen for this research to observe the behaviour of the dam 
under earthquake excitations by using finite element modelling using computer 

software. This research study begins with the collection of reading concerned 

with the dam’s performance under earthquake effect followed by data 
collection of Beris, 2-dimensional modelling of Beris Dam using ABAQUS 



Rozaina Ismail et al. 

24 

software and discussion on the crack pattern and behaviour of dam under 
seismic loading subjected to the seismic safety and finally summary of the 

main conclusions from the findings of this research paper.  

Beris Dam is established in Sik, Kedah, Malaysia. The purposes of Beris 
Dam are to manage the water flows along Muda River in order to increase the 

water for irrigation purposes such as paddy and crops, for water supply either 

for domestic or industrial consumption and others. The dam is a concrete-faced 
rockfill dam with a total height of 40 meters and can accommodate a gross 

storage capacity of 122.4 mm3 with effective storage of 144 mm3 [27]. Figure 

1 shows the typical cross section of Beris Dam while the background and 

information of structure were tabulated in Table 1 and Table 2. 

  
 

Figure 1: Typical cross section of Beris dam [27] 
 

Table 1: Background of project [27] 

 

Location Year completed Year of construction Project cost 

Sik, Kedah 2004 2000 Rm 360 million 
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Table 2: Information of structure [26] 

Item Description 

Reservoir area 16.1 km2 

Crest length 155.0 m 

Catchment area 116.0 km2 

Crest elevation 88.0 m 

Capacity 122.4 mm3 

Material of structure Concrete-faced Rockfill 

Height 40.0 m 

Spillway type 
Overflow ogee with sude channel 

chute and bucket 

 

Modal analysis 
The seismic behaviour of Beris Dam due to the seismic excitations is 

performed by using ABAQUS. The seismic excitation that has been used in 

the analysis is obtained from the Malaysian Meteorological Department’s 
intensity data and Pacific Earthquake Engineering Research Center (PEER). 

Table 3 tabulates the list of earthquake events that have occurred at various 

locations and different recorded intensity data respectively that are essential 
for data analysis of the 2-dimensional dam model. There are five intensities of 

motion data based on peak ground acceleration (PGA) which are 0.05 g, 0.10 

g, 0.15 g, 0.20 g, and 0.30 g, respectively. 

Table 3: Selected earthquake data for analysis of 2D model 

 

Earthquake Location Year 
Magnitude 

(M) 

Peak ground 

acceleration (g) 

Step 

(s) 

Aceh Indonesia 2004 9.3 0.012 0.02 

Ranau Malaysia 2015 6.0 0.013 0.02 

Chuetsu Japan 2007 6.8 0.175 0.01 

Northridge USA 1994 6.69 0.194 0.01 

Chichi Taiwan 1999 6.2 0.361 0.01 

Trinidad USA 1983 5.7 0.568 0.01 

  
The material properties of dams such as density, Poisson's ratio, 

Young's modulus is essential in modelling of dam structure by using finite 

element method. Some of the mechanical properties of Beris Dam are 
unknown, hence the data on mechanical properties referred to Koyna Dam’s 

properties. Material behaviours in terms of concrete damaged plasticity are 

based on Koyna Dam data. Table 4 shows the material properties used in this 
analysis. 
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Table 4: Material properties of concrete 
 

Properties of concrete Value 

General properties Density 2700 kg/m3 

Mechanical 

 properties 

Elasticity 
Young’s modulus 31 GPa 

Poisson’s ratio 0.15 

Plasticity Dilation angle 36.31º 

The dam analysis is carried out by applying several ground motion data 
on the dimensional model of Beris Dam where the self-weight of dam and 

hydrostatic pressure is also considered. The value of self-weight of dam or 

gravity load is 9.81 N/kg while hydrostatic pressure can be determined from 
Equation 1. 

 

𝐹𝑝 = 𝜌𝑔ℎ               (1) 

 

where,  𝐹𝑝 = fluid pressure 

 𝜌  = fluid density 

𝑔  = acceleration due to gravity 

ℎ  = fluid depth 
 

Crack pattern analysis 
Crack patterns on concrete dams appear as the reaction of the dam structure 

towards seismic loading. The crack pattern is a parameter of the performance 
of a dam subjected to the different ground motion with varying intensity levels. 

Thus, safety measure should be taken by studying the crack pattern to ensure 

the durability and sustainability of the dam. However, the cracking pattern 
depends on the peak ground acceleration (PGA) of the motion. Table 5 shows 

the cracking pattern of the dam structure underground motion data of the 

Chichi Earthquake with a minimum PGA of 0.05 g and maximum PGA of 
0.30. 

Crack patterns appeared at the upstream face of the dam. From Figure 

2, the tensile stress distributed in the dam structure indicates that the crack 
pattern is caused mainly by excessive tensile stress. However, the crack pattern 

appeared at half of the neck and did not connect with the other side. The 

connection of the crack pattern indicating the failure of the dam was in good 
agreement with the results obtained by Azizan et al. [2] and Ghaedi et al. [28]. 

Crack patterns can be a parameter to observe the capability of a dam to 

withstand the seismic loading. Therefore, in this analysis, the dam structure 
has severe damage due to the applied ground motion, yet the damage of the 

dam is not extreme as the maximum crack pattern appeared is half of the 

upstream face. The dam is unsafe as the cracking on the dam body required to 
be repaired to avoid further damages occurred. 
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Table 5: The crack pattern of Beris dam under Chichi earthquake data 
 

Earthquake intensity Normal stress 

0.05 g  

 
0.10 g 

 
0.15 g 

 
0.20 g 

 
0.30 g  
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Crest displacement analysis 
Crest displacement occurs when seismic loading is applied to the dam 

structure. Maximum crest displacement is observed to determine the 

deformation and performance of the dam. Table 6 tabulates the maximum crest 
displacement of the dam under several sets of ground motion data. Based on 

the results, the displacement of the dam is increased with the increase of 

ground motion data. The increasing deformation of the dam should be taken 
into consideration when evaluating the safety of the dam. Figure 2 shows the 

maximum crest displacement of the dam where the displacement occurred in 

the horizontal direction. Ghaedi et al. [28], Hong et al. [29], and Chen et al. 
[30] reported that the displacements occurred in the same direction at the crest 

of the dam. The maximum crest displacement indicates the ability of the dam 

to resist the applied load based on its capacity. Therefore, the crest 
displacement would be increased if greater motion data is present. The 

maximum crest displacement is related to the crack pattern and stress 

distribution in assessing the safety of the dam under earthquake excitations. 

Table 6: Maximum crest displacement of Beris dam under selected ground 

motion (unit in cm) 

 

EQ 
Data 

Aceh Ranau Chuetsu Trinidad 
North-
ridge 

Chichi 

0.05g 0.000  0.000  1.38  0.05  0.11 8.95 

0.10g 0.000  0.000  3.45  0.25  0.18  10.20  

0.15g 0.001  0.001  5.59 0.42  0.28 15.43  

0.20g 0.001  0.001  7.54 0.75  0.32  21.88  

0.30g 0.002 0.002  9.035  0.88 0.44 21.88  

 

 
 

Figure 2: The maximum crack pattern of Beris dam (21.88 cm) 
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Stress analysis 
The dynamic analysis shows the stress in the dam structures when subjected to 

the dynamic loading. Stress analysis is crucial to observe the performance of a 

dam where the ability of the dam to resist the applied forces. Normal stress and 
shear stress are the parameters observed in this analysis. The positive value of 

stress indicates that the structure is in a tension state. While the negative value 

of stress shows that the structure is in a compression state. Self-weight of the 
dam which is the gravity force and the hydrostatic pressure are the static forces 

that need to be considered in the shear force state. Figure 3 illustrates the stress 

distribution of normal stress and shear stress. 
Based on Figure 3, the dam structure is in compression state when 

normal stress is exerted on the dam body while the structural body consists of 

the tension force more than compressive force when shear stress is presented. 
The maximum compressive force occurred due to the high hydrostatic force 

exerted on the dam structure. Tension force occurs in the body structure 

depending on the type of dam, the magnitude of earthquake loading and the 
distribution of the peak ground acceleration. The more tension force exerted in 

the dam structure is due to the rigidity of the dam structure depending on the 

height of the dam [12]. 
The tensile force is only presented near the neck of the dam. Critical 

force tends to happen near the crest of the dam due to the tendency of the body 

structure to resist the force exerted from the core and foundation [27]. This 
acceleration shows that the crest of the dam on the upstream side is the most 

critical zone if an earthquake occurs and is highly affected by both ground 

motion characteristics such as acceleration, duration, and frequency and 
characteristics of dams such as material properties [12]. Therefore, under the 

ground motion data with a maximum PGA of 0.3 g and minimum PGA of 0.05 

g, the dam structure has more compressive force in the dam structure. The 
lower peak ground motion applied to the structure could help to reduce the 

forces exerted on the dam. In Malaysia, the dam structure would survive during 

an earthquake event as the magnitude of the earthquake that normally happens 
in surrounding Malaysia is quite lower than other countries.  

The comparison of the maximum stresses exerted by the dam structure 

with the allowable capacity of the dam was done to determine whether the 
stresses obtained from the analysis are acceptable. Table 7 shows the 

comparison of the maximum stresses with the allowable stress capacity of the 

concrete dam among six different earthquake events. 
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Figure 3: Stress distribution of Beris dam 
 

Earthquake 

data 
Normal stress Shear stress 

Aceh 

  

Ranau 

  

Northridge 

  

Chichi 

  

Cheutsu 

  

Trinidad 
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Table 7: Comparison of maximum stresses with allowable stress capacity 
 

Earthquake 

data 

Normal stress 

(kN/m2) 

Shear stress 

(kN/m2) 

Allowable 

capacity 

Aceh 600.70 289.50 800 

Ranau 603.20 290.2 800 

Northridge 612.40 295.80 800 

Chichi 614.50 294.70 800 

Cheutsu 610.70 296.60 800 

Trinidad 602.30 297.30 800 

 

Based on the table above, the maximum stresses exerted by the dam 

structure do not exceed the allowable capacity of concrete dams. Therefore, 
the maximum normal stress and shear stress were considered acceptable. The 

performance of the dam also can be evaluated from the maximum stresses 

obtained from the analysis. As the value of stresses is acceptable, it can be said 
that the dam can withstand the load applied and exert maximum stresses lower 

than allowable capacity. The results obtained in this study agreed well with 

that reported by Ismail et al. [9]. 
 

 

Conclusion 
 

The seismic behavior of the dam such as crack pattern, displacement, and stress 

is obtained from the finite element analysis to measure the capability of the 
dam to withstand the seismic loading applied. The method has been explained 

previously and the analysis is carried out by using ABAQUS software. The 

seismic behaviour of Beris Dam is analyzed under 6 selected ground motion 
data with a minimum PGA of 0.05 g and maximum PGA of 0.30 g. Based on 

the analysis, the crack patterns appeared mostly at the upstream face of the 

dam and resulted in damage to the dam body but not too extreme as the applied 
loads are inadequate to break or split the neck of the dam. The dam is 

considered unsafe as the cracking pattern shown is severe even though the 

applied loads are not enough to break the neck of the dam. The performance 
of the dam can be considered a satisfactory result due to the acceptable 

maximum crest displacement of the dam under seismic excitations which is 

21.88 cm. The stress behaviour of the dam was also satisfactorily acceptable 
as the maximum normal stress and shear stress of the dam when numerous 

seismic loadings are applied do not exceed the allowable stress capacity which 

is 800 kN/m2. The obtained results from this dynamic analysis indicated that 
ABAQUS software is able to analyze the seismic behaviour of a body structure 

under ground motion data. The maximum crest displacement was discussed by 

comparing the maximum crest displacement of the dam under different ground 
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motion data. The findings in this research paper are important as a safety 
measure to overcome the dam’s failure due to the earthquake as the 

consequence of the failure of the dam to resist seismic loading is tsunami and 

surroundings damage. 
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ABSTRACT 

 
The stability in an implant fixation plays a vital role in ensuring proper 

formation and remodelling process of the fractured bone. Failure in implant 

fixation is commonly associated with short- and long-term instability of the 
bone-implant interface. The bone-implant interaction creates a complicated 

mechanical interplay that might influence the stress distribution and hence the 

biomechanical performance stability of the implant fixation. Furthermore, 
implant screw parameters namely thread size, geometrical design and material 

properties become additional factors that affect the bone-implant interaction. 

The purpose of this study was to investigate the effect of unicortical and 
bicortical screws’ parameters on the screw-bone interaction mechanism. To 

evaluate the stress transfers between screw and bone, the stress parameters 

namely stress transfer parameters (STP) was employed. A two-dimensional 
(2D) finite element model of full treaded screw was simulated while varying 

the parameters of the screw: two types of material (stainless steel A316 and 

titanium alloy Ti-6Al-4V), screw length and screw pitch. It was found that the 
lower in elastic modulus results to the higher stress transfer between implant-

bone interface. As the titanium have lower elastic modulus, it gave higher 

values of STP which help to transmit and distribute stress better compared to 
the stainless steel. While the effect of varying screw pitch between two types of 

screws shows that STPs values of fully threaded bicortical screws shows 

significant result for finer pitch size that may advancing bone remodelling 
process at the early stage. 
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Introduction 
 
Fracture fixation device such as internal fixation is one of the leading ways that 

surgeons used to treat the fractures of the femur bone. The purpose of the 

fixation implant is to restore the bones’ structure and assist in the stabilization 
of the fractured bone in accordance with the types of fractures while bone 

regenerates. Failure of implant fixation usually occurs due to short-term and 

long-term instability of the bone-implant interface. Implant material properties 
[1]-[2] implant geometry [3]-[4] and configuration [5]-[7] external loading [8], 

and interfacial bonding [9] are among the factors that affect the stability of the 

implant-bone interface.  
In order to enhance secondary bone healing and prevent bone 

resorption, a suitable fixation that generates the sufficient amount of strain in 

the newly formed bone tissue is vital to allow a controlled interfragmentary 
movements along the bone’s axial direction [10]. However, when implant 

fixations were introduced into bone, the implant is stiffer than the surrounding 

bone which consequently undergoes changes in shape and stiffness. This 
affects the mechanical environment in the bone which is supposed to be an 

active participant of the fixation process. Proper bone formation and 

remodelling process would not occur without suitable implant type and 
placement technique used for improving mechanical stability, thus causing the 

implant placement to fail. 

For an internal fixation screws system, there are two types of screws: 
(1) bicortical, and (2) unicortical. Bicortical screw is known as a screw-type 

that can penetrate both sides of cortical bone cross section. Meanwhile, 

unicortical can only penetrate through one side of cortical bone cross section. 
Screws can be considered as the gold standard for internal fracture fixation 

[11] as it is responsible for retaining the stability of the implant [12]. Bone-

implant screw interface plays a significant role in providing fixation stability 
on the formation of bone. To transmit stress between the implant and the tissue 

around the bone, the screw parameters have a major influence in determining 

the primary implant stability. Screw material, core diameter, outer diameter, 
thread depth, pitch, length, and number of threads engage to the bone are 

important characteristics that could affect the construct strength. 

The result from Ros et al. [13] shows that loosening rate of the Wagner 
Standard Cup was significantly related to a lack of bone coverage of the 

acetabular cup as result from a poor design that delay osseointegration since it 

is crucial to maximise the contact area between the implant and the  bone as 
the mechanical stability of the acetabular component depends on proper 

implant positioning. Other than that, thread depth and width of the screw could 

also clinically influence implant insertion and surface area; however, thread 
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depth had a more significant impact on the effective stress distribution then 

thread width [3], [13]. The previous studies show that continuous stress 
transfer between bone-screw interaction can be enhanced by increasing the 

number of screw thread and thread diameter and reduce the core diameter [14]-

[15]. Moreover, the thread depth and width also influenced the implant 
insertion and surface area where it has significant effect on the stress 

distribution [3]. The result from previous study  related to implant dentistry  

shows that von Mises stresses are inversely proportional to thread depth  which 
will result in maximizing the necessary area for osseointegration and providing 

good initial stability [16]. Contact surface area at the bone-screw interface also 

can be increased by increasing the pitch of the screw thus increasing the 
number of threads per inch. Increasing the pitch increase the number of threads 

engaged in bone thus increasing the amount of bone chips and debris engaged 

between the threads [17] . 
Santos et al. [18] highlight the importance of screw length by using 

bicortical and unicortical to determine the stability of the implant fixation with 

a different type of plate system in vitro study. According to the previous in-
vitro study [5], the bicortical has greater stability where it can make a 

connection between plate and bone interface with the distal cortex of the bone. 

However, the bicortical are more invasive than unicortical screws because 
according to the Wu et al. [19], the unicortical fixation is a surgically less 

complex operation, can theoretically cause less damage to surrounding soft 

tissues and avoids the complications associated with incorrect screws size. 
While the result from an experiment demonstrated that the bicortical fixation 

resulted in higher pull-out strengths for 40 cadaveric human proximal 

phalanges than unicortical, but recommended unicortical fixation for 
diaphyseal fractures, as the pull-out strength of unicortical screws at the mid-

diaphysis was significantly higher than bicortical screws [20]. Despite the 

wealth of literature available in the field, there still lack of study regarding 
transmission of stress and strain between an implanted screw and the 

surrounding bone as previous research only focused on in-vitro study. 

Fully threaded screws commonly used as an internal fixation compared 
to partially threaded screws to produce optimal compression and absolute 

stability. Meanwhile, Downey et al. [15] compared performant of partially and 

fully threaded lag screw and suggest that fully threaded lag screw perform 
better than partially threaded lag screw in shear and superior in the initial 

stiffness and failure strength. Sayyed et al. [21] stated that fully threaded 

cancellous bone screw with higher numbers of threads may have better 
purchase in the porous metaphyseal bone of distal tibia and increase the pull-

out strength thereby leading to better outcomes, thus become optimal internal 
fixation device for use in elder patients with complications. Compression 

experimental results showed that fully threaded screws demonstrated 

significant improvement in stability of fixation of a medial malleolar fracture 
compared to partially threaded isometric cancellous screws [22]. As such, 
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multiple published data have studied the strength, flexibility, and maximum 

insertion torque of partially threaded cancellous screws and dental implant. But 
the bone-screw interaction of fully threaded bicortical and unicortical in 

internal fixation application are not well defined. Therefore, it remains 

questionable whether the fully threaded unicortical or the bicortical is more 
practical for patients in terms of stability and fewer surgical complications. 

Other than geometry, the material of the implant also plays a vital role 

in the stability of the bone-implant interaction. According to the Fouda et al. 
[17], an implant with carbon hydroxyapatite (C/HA) contribute to the greatest 

stress along with the fracture site and increase stress 16% than stainless steel 

implant. Defective material will not only result to early fatigue and breakage 
but contribute to the increased corrosion and increase tissue reaction. However, 

most of the implant from available manufacturing are made from stainless steel 

and titanium. 
The stress distribution between bone-implant can be measured by 

mechanical stimuli that develops around it to stabilize the interaction between 

bone-implant ant thus ensuing bone remodelling process. Various mechanical 
measures have been used to evaluate the bone remodelling process such as 

stress transfer parameters (STP) and strain energy density transfer parameter 

(SEDTP). One example of study used STP to determine the effect of different 
types of half pins on STP during osseointegration [23] while others used to 

evaluate the effect of thread profile on stress transfer in a magnesium fixation 

[11] and material [24]. While Chun-Li Lin [25] used SED to investigate the 
interactions for implant placement of dental implant. Therefore, by 

understanding the mechanic interaction between implant and bone of screws 

contact for improving its stability may promoting better osseointegration 
process. 

These situations demonstrate that at the bone-implant interaction, it 

experienced stress shielding response where normal mechanical stress of bones 
reduced, resulting in bone loss in the region of implants [26].  Even though 

loosening of the screw has been well reported in the literature, there are still 

lacking regarding the bone-screw interaction involving the reduction of stress 
shielding and bone remodelling of fully threaded cortical screw as most of 

previous study focused on partial thread screw and dental implant. In vivo, a 

loss of compression between implanted screws and bone is unavoidable, 
especially with lag screws. 

Implants should be constructed in such a way that the stress shielding 

effect is minimized. Without an appropriate implant design that increases 
primary reliability, the necessary bone development and remodelling 

mechanism will not be triggered, and implant placement may fail. Analysis of 
stress distribution can provide information on the consequences of implant 

characteristics. This is important for effective bone healing and avoids 

unnecessary secondary or revision surgery. Therefore, the aim of this study is 
to determine the effects of fully threaded cortical screw parameters such as 
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material, pitch size and screw length on stress transfer parameters in order to 

improve implant stability and thus promoting the better formation of a direct 
interface between bone and implant. 

 

 

Methods  
 

The risk of loosening can be reduced by optimizing screw geometric and 
material features in a way that produces and distributes stress equally between 

bone and around screw threads. In this study, the effect of screw parameter on 

stress transfer was simulated using a 2-D finite element model. An 
axisymmetric screw-bone model was generated using ANSYS APDL to 

observe stress transfer of the fully threaded cortical screw configurations for 

the varied parameter such as material, size of pitch and length of screws as 
shown in Table 1. Two materials have been used in this study which are 

stainless steel A316 and titanium Ti-6Al-4V ELI. The effect of pitch, the size 

of screws pitch was varied with 0.50, 1.00, 1.25, 1.50, 1.75, and 2 mm. The 
thread profile, major and minor diameter of the screw were kept constant. The 

screw length was varied from 6 mm to 27 mm to investigate the effect of length 

on stress transfer between the implant and the bone. The unicortical (U) screw 
refers to the shorter screw while the longest screw was set as a bicortical (B) 

screw as unicortical fixation only engaging the near cortical bone to hold the 

reduction. On the other hand, the bicortical fixation always engage with both 
the near and far cortical bones [19]. Rectangular shape of screw thread was 

used in this study as it shown to give a uniform surface stress distribution [26]- 

[27]. 
 

Table 1: Parameters of cortical screw 

 

Material properties 
Pitch 
size 

(mm) 

Thread 
profile 

Minor 
diameter 

(mm) 

Major 
diameter 

(mm) 

Screw 
length 

(mm) 

Stainless 
Steel 

A316 [29]: 
E=190GPa 

V=0.31 

Titanium 
Ti-6Al-4V 

ELI[28]: 
E=110GPa 

v=0.31 

0.5-2  Rectangular 0.5   1.0  

6.00-

27.00 
 

 

The 2D model was constructed by 3 mm homogeneous cortical bone 
layers at upper and bottom of cancellous bone and 20 mm cancellous bone 

region as listed in Table 2. The model was considered as linear elastic and 

isotropic for simplification purposes to allow the model to focus on the 
influence of the screw parameter [11].   
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Table 2: Material properties of bone 

 

Bone Material properties Thickness (mm) 

Cortical E=17 GPa, v=0.33 

[30]  

3 [12] 

Cancellous E=1G Pa, v=0.35 [30] 20 [12] 

 
The placement and the design of screw were mimic the bicortical and 

unicortical screws as shown in Figure 1. The axisymmetric screw-bone 

displacement was constrained in x-axis direction but allowed in y-axis 
direction. Fixed boundary condition was applied to the one side of the model 

(right) and the bottom. The contact between screw and bone are assumed to be 

bounded to simulate a perfect contact between screw and bone [11]. It was also 
considered that the contact between cortical and cancellous bone was bounded. 

A vertical load of 80 N was subjected in the y-direction on the top surface of 

the screw’s head to simulate pull out process [14]. 
 

 
 

Figure 1: 2D of screw–bone interaction model 
 

The convergence test was used to determine the optimum mesh size of 

the model for accurate calculation with reasonable computational time. Figure 
2 shows the maximum equivalent stress obtained from the simulation at 

different number of elements. The result shows that the maximum of 

equivalent stress rapidly increases from 13426 to 84133 of element numbers 
until it steadily increases to 148783 of element numbers. From there, the 

increment of maximum equivalent stress of the element number from 84133 to 
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148783 was small compared to others number of elements. Thus, 84133 

number of elements was used to simulate in screw-bone interaction models 
effective number for meshing due to small increment about 1% to the 

following element number. The number of element and element type were 

configured at 9678 and plane 183 solid elements with 8-node quadrilateral, 
respectively. 

 

 
 

Figure 2: The convergence test between number of element and maximum 

equivalent stress with element meshing model 

 
To characterize this stress transfer, stress transfer parameters (STP) was 

applied to evaluate the load transfer between the bone and the screw fixation. 

STP is defined as a ratio of von Mises stress transferred to bone, 𝜎𝑏 versus the 

stress in the adjacent screw thread, 𝜎𝑡 [30]. The STP of mechanical stimuli 

between screw and bone is computed after the simulation using following 

equations [31]: 
 

STP =∑
𝜎𝑏𝑖
𝜎𝑡𝑗

𝑖=𝑗=𝑁

𝑖=𝑗=𝑁
 

(1) 

 

where 𝜎𝑏𝑖 is average von Mises stress (bone) and 𝜎𝑡𝑗  is average von Mises 

(thread).  

Table 3 summarizes the range of screw pitch and the length of the screw 
used in this study. Length of screw for different pitch have been grouped into 

6-8, 9-11, 12-14, 15-17, 18-20, 21-23, 24-25, 26-27. The groups were selected 

to avoid incomplete or partial thread at the end of each screw. For example, in 
the group length of 6-8 mm, each screw has different length for different pitch 

namely 0.50, 1.00, 1.25, 1.50, 1.75, and 2.00 mm. For pitches 0.50, 1.00, 1.50, 

and 2.00 mm, the thread completes at 6 mm of length while at pitch 1.25 and 
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1.75, its complete at 6.25 mm and 7 mm, respectively. The length of screw 

from 6 mm to 23 mm is in cancellous zone, whilst 24 mm to 27 mm is in 
cortical zone. 

 

Table 3: Screw’s length and pitch 
 

Group of 

length (mm) 

Pitch (mm) 

0.50 1.00 1.25 1.50 1.75 2.00 

6-8 6.00 6.00 6.25 6.00 7.00 6.00 

9-11 9.00 9.00 10.00 9.00 10.50 10.00 

12-14 12.00 12.00 12.50 12.00 12.25 12.00 

15-17 15.00 15.00 15.00 15.00 15.75 16.00 

18-20 18.00 18.00 18.75 18.00 19.25 18.00 

21-23 21.00 21.00 21.25 21.00 21.00 22.00 

24-25 24.00 24.00 25.00 24.00 24.50 24.00 

26-27 26.00 26.00 26.25 27.00 26.25 26.00 

 

 

Results and Discussions 
 

Effect of cortical screw materials on STP 
Figure 3 presents the results of STP value obtained for two types of screw 

material namely stainless steel A316 and titanium alloy Ti-6Al-4V. Pitch, core 

diameter and thread diameter were kept constant with 0.5 mm, 0.5 mm and 1 
mm, respectively. Based on the results obtained for both of materials, the 

highest STPs values of titanium is 0.4852 gained by the 26-27 mm group of 

length. While, from the group of length 6-8mm to 24-25 mm, the graph shows 
fluctuated trend with maximum, minimum, and average value are 0.4483, 

0.3255 and 0.3712, respectively.  

The similar trend observed for stainless steel A316. For stainless steel 
A316, the most significant value of STP is 0.3369 at 26-27 mm group of length. 

STPs values fluctuated at the maximum of 0.3106 with the lowest of 0.2246 

and 0.2611 of average. Compared to the stainless steel A316, titanium alloy 
shows higher values of STP. The minimum and maximum STP value for 

stainless steel of all pitch are 0.0516 and 0.4985, respectively. While the 

minimum and maximum STP value for titanium alloy are 0.07782 and 0.5537, 
respectively. 

For the same group of length and pitch, it is found that the STP 

percentage differences resulted in an 6.4% to 85.4% increased between the SS 
A316 and the titanium. Among the groups observed, the largest different 

between the two types of material is the 12 mm group of length where the 

titanium has higher value of STP compared to the stainless steel. STP value of 
stainless steel 0.0887 while STP value of titanium is 0.1645 with percentage 
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different 85.4%. This indicates that titanium alloy Ti-6Al-4V gave better load 

transfer between the bone and the screw fixation compared to stainless steel 
A316 based on STP values. The similar observation is found in previous 

research where it compares effect of pins materials on average STPs, it found 

the percentage difference of the STP value is 0 to 23.5% between stainless steel 
and titanium alloy of half pin uniaxial external fixation [30].  

 

 
 

Figure 3:  Effect of screw materials on the average STPs 

 

The present study found that a screw material with a lower Young's 
modulus results in improved load transfer, as evidenced by the calculated 

stress-transfer parameter (STP) values. This finding is consistent with previous 

research on the bone-implant fixator stress-strain behaviour under three-point 
and four-point bending, which found that the STP of stainless steel was lower 

than that of titanium due to the fact that stainless steel has a higher elastic 

modulus than titanium for both bending loads at a constant pitch [32]. Another 
study on nails and canals also found that a titanium nail (with a modulus of 

110 MPa) resulted in lower gap deformation and provided a higher contact 

force, resulting in a higher frictional force against the applied load, in 
comparison to a stainless steel nail (with a modulus of 200 MPa) [33]. 

Furthermore, previous research on cancellous screws has reported an average 

20-35% increase in stress transfer upon reduction of the elastic modulus of the 
screw material from 105 GPa to 40 GPa [12], [29]. This suggests that a lower 

Young's modulus results in better STP values. 
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Effect of varying cortical screw pitch on STP 
Figure 4 presents STPs values on two types of materials for different pitch. 
The results show similar trends of the STPs values for all pitch of the stainless 

steel A316 and titanium alloy. The STPs values of all group length show the 

same trends where the highest STP is at the finer pitch size before STPs values 
start to decrease as the size of pitch increased except for group length of 6-8 

mm. The result shown similar pattern as that of Hosseinitabatabaei et al. [34], 

where simulated 4 years healing process to observe the effect of maximum 
stress parameter and STP by varying screw pitch from 1.5 mm to 2.5 mm and 

the results shows that by decreasing screw pitch size would improve the screw 

performance and reduce the effects of stress shielding. However, at the group 
length of 6-8 mm, the STPs values start to increase simultaneously as the size 

of pitch increased. Among of all the pitch, the highest STPs values is found at 

the shortest group of length of 6-8 mm for both of materials at the 2 mm of 
pitch size.  

Considering the above, the stress transfer performance is optimized with 

the appropriate combination of screw pitch and material thus reducing the 
undesirable stress shielding effect of the implant to the surrounding bone.  This 

is consistent with the previous findings which suggest that using a less stiff 

screw  and reducing the pitch of the screw would improves the stress transfer 
from screw to bone, and consequently diminishes the risk of stress shielding 

[14], [25]. Study by Fatin et al. [29] also found that implant with high elastic 

modulus may cause severe stress concentration, which may weaken the bone 
and lead to the deterioration of the implant-bone interface. 

An orthopaedic screw implant is a crucial aspect of a patient's physical 

and psychological recovery, as well as their rehabilitation and rehabilitation 
regimen. The ability of an orthopaedic screw to transmit stress uniformly 

between the threads and the surrounding bone determines its biomechanical 

compatibility. As elastic modulus decreases, the stress parameters such as STP 
was increased. This indicates that decreasing elastic modulus help to transmit 

and distribute stress better than higher elastic modulus in implant-bone contact.  

A study on material of dynamic hip screw during fall and gait loading 
found that smaller elastic modulus materials help to induce less stress on the 

implant and decrease stiffness of implant during loading [2]. Finite element 

analysis on dental implant also showed by using low modulus would result in 
lower flexural resistance [1]. Similarly results found on research using 

viscoelastic finite element modelling where it stated that reducing the elasticity 

of screw will reduce the amount of the stress shielding of the screws [35]. 
Furthermore, an vivo study on sheep from previous research on dental implant 

found that by using small size of screw pitch showed the greater surface area 
and better stress distribution thus may improve primary stability in cancellous 

bone [36]. Experimental study of screw on synthetic bone also demonstrated 

the screws pitch as one of the important parameters on holding power as finer 



Stress Shielding Prediction of Unicortical and Bicortical Screws: A Finite Element Analysis  

47 

thread was reported gave greater purchase compared to coarse thread pitch 

[17].  

 

  
(a)  

 

 
(b) 

 

Figure 4: STP on two types of material: (a) titanium, and (b) stainless steel, 
for different pitch size 

 

Figure 5 shows the effect of screws length on the constant pitch size. 
The graph of all pitch shows same pattern where the STPs values start to 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.50 1.00 1.25 1.50 1.75 2.00

S
T

P

Pitch size (mm)

Titanium

6-8 9-11 12-14 15-17 18-20 21-23 24-25 26-27

0

0.1

0.2

0.3

0.4

0.5

0.6

0.50 1.00 1.25 1.50 1.75 2.00

S
T

P

Pitch size (mm)

Stainless Steel

6-8 9-11 12-14 15-17 18-20 21-23 24-25 26-27



Anis Amira Mat Zuki et al. 

48 

decrease from 6-8 mm of group length until 21-23 mm (unicortical screw 

region) before STPs values start to increase at the 24-25 mm until 26-27 mm 
of group length (bicortical screw region). This trend also shows that it is 

anticipated that with appropriate combination of screw pitch, screw length and 

material able to improve the performance of the stress. 
 

 
 

Figure 5: STPs on constant pitch and material for different length 
 

The results in Figure 5 demonstrate that there is a significant difference 

in STP values for a pitch size of 0.5 mm when compared to other pitch sizes, 
particularly at higher screw lengths. This variation is attributed to the 

significant difference in the number of threads, as group lengths between 6 

mm-8mm until 21-23 mm are classified as unicortical screws, while group 
lengths between 24-25 mm and 26-27 mm are classified as bicortical screws, 

as depicted in Figure 6. To avoid incomplete or partial threading at the end of 

each screw, the screw lengths for different pitches were grouped accordingly. 
This finding is in line with previous research, which suggests that decreasing 

the modulus of elasticity of screws, increasing the number of threads per screw, 

decreasing the pitch of screws, and decreasing the diameter of the screws shaft 
can all contribute to reducing stress shielding and loosening of the screws [35]. 

Ricci et al. [37] stated that bicortical lag screws offer better benefit 

regarding quality of bone at the end of the screw as compared to unicortical 
lag screws. Experimental results of bicortical and unicortical placement at 

proximal tibia fractures shows that bicortical screw present a mechanically 

superior construct than unicortical screw placemen as it significantly 
outperformed unicortical screw placement in stiffness and maximum load [38].  
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The mean load to failure of unicortical fixation also was lower compared to 

bicortical plate fixation in transverse metacarpal fracture models subjected to 
cyclic loading [39]. Others study also shows that specimens fixed with 

bicortical locked plating gave increased in stiffness during torsional loading 

when compared to unicortical locked fixation [40]. 
 

 
 

Figure 6: Number of threads on constant pitch and material for different 
length 

 

However, the experimental study on synthetic bone shows that the 
stability of temporary screws length depends on the bone thickness where 2 or 

1 mm of cortical thickness coupled to cancellous bone was deemed sufficient 

enough to achieve mechanical stability [41]. Another study presents the 
comparison between unicortical and unicortical plate and screw fixation of 

metacarpal fractures. It showed that unicortical can act as standard method of 

fixing metacarpal fractures due to the reason it requires less technically 
demanding and quicker producer [19]. Unicortical fixations also demonstrated 

higher stability against bending loads of the forearm, and potentially decreased 

refracture risk following plate removal [40]. 
 

Stress and strain distribution 
Referring to Figure 7, it shows the von Mises distribution in unicortical (6-8 
mm) and bicortical (26-27 mm) fully threaded screw profiles for both 

materials. The figure shows that the maximum amount of stress occurs in the 

head for the 6-8 mm length group with 793.14 (titanium) and 865.76 (stainless 
steel). Moreover, large stresses are noticed in screws where the thread is placed 

next to the combined sections of cortical and cancellous bone. This is because 
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the screw's head being secured to the cortical surface, which compresses the 

bone between the head and the first thread [29]. Also, as seen in the figure, the 
cortical region has higher stress than the cancellous region. 

 

 
 

Figure 7: von Mises stress distribution on varied screw length with different 
material 

 

While, at group of length 26-27 mm, the maximum stress happened at 
the screw region with 1072.42 (titanium) and 1208.68 (stainless steel) while at 

the surrounding of the bone, the highest stress values are 119.15 (titanium) and 

134.297 (stainless steel). It also shows that the highest concentration stress 
occurs in the screw thread region, adjacent to the joined portions of cortical 

and cancellous bone. The stress from the head of screw start to significantly 

increases and well distributed until at the thread in cancellous region before it 
reduces in stress value in the thread at the far cortical region. However, the 

stress value in the bone is lower in comparison with those of the screw for both 

type of screw.  
Titanium screws Ti-6Al-4V ELI has a maximum von Mises stress of 

1072.42 Pa while maximum von Mises of stainless-steel screws A316 is 

1208.68 Pa at 26-27 mm group length where titanium screw approximately 
12.71% lower than stainless steel. Because the elastic young's modulus of the 

titanium screw (110 GA) is substantially smaller than that of the stainless-steel 

screw (190 GPa). The titanium screw Ti-6Al-4V ELI model results in a lower 
von Mises stress, which is advantageous since greater mechanical stimuli 

conveyed to bone will possibly bring about much less pressure shielding as 

STP values shows in Figure 3. 
Furthermore, it showed that the screw in group of 26-27 mm had the 

largest contact area with the bone and at the same time the maximum von Mises 
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stress occurred in the surrounding bone for both materials. This means that the 

longest screw length transfers the most amount of stress to the surrounding 
bone through the bone-screw interface as shown in Figure 7. These findings 

are in line with those found in the literature, where critical stress seems to yield 

at the thread location [11] and material with elastic modulus of 45 GPa produce 
lower stress compared to 193 GPa of elastic modulus [30]. 

The limitation still existed in this finite element simulation which can 

be improved in future studies. Specific situations are considered such as 
material properties of bone, bone thickness, and contact condition that may not 

exactly reflect the real situations. The material properties in this study were 

assumed as linear elastic, homogeneous and isotropic. Another assumption was 
the contact between bones and screws were perfectly bonded. Furthermore, the 

outcomes of this study were based only on the 2D cross-section of the model. 

These simplification purposes to allow the model to focus on the impact of the 
screw parameters. 

 

 

Conclusion 
 

The bone-implant screw contact is critical in providing fixation stability during 
bone growth. The screw parameter is important in transmitting stress between 

the implant and the tissue around the bone. In the application of internal 

fixation, the interaction of fully threaded bicortical and unicortical is not 
clearly defined. Therefore, in this study the results demonstrated low in elastic 

modulus of fully threaded bicortical and unicortical will provide better stress 

transfer and distribution to the bone. As in this study, titanium alloy Ti-6Al-
4V provide improved biomechanics compared to stainless steel A316 as it has 

lower elastic modulus. The effect of varying screw pitch and screw materials 

between two types of screws shows that bicortical gave better performance at 
pitch of 0.5 mm, followed by 1.00 mm and 1.25 mm. This mean bicortical 

screws produce significant and strong stress transfer when using finer pitch 

size. For unicortical (9-11 mm until 21-23 mm of group length), the most 
optimum values of stress parameters were at pitch of 0.5 mm and followed by 

1.00 mm however unicortical screw with 6-8 mm of group length shows 

contrast result where the optimum stress transfer happened at pitch of 2 mm, 
followed by 1.25 mm. The results of this study may provide better 

understanding of the impact of fully threaded cortical screws parameters such 

as material, pitch size and screw length on the formation of a direct interface 
between bone and implant. By gaining a greater insight into these factors, it 

may be possible to improve implant stability during the early stages of healing, 

thereby promoting optimal healing outcomes. 
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ABSTRACT 
 

Rice husk ash (RHA) is a waste product from the harvesting and processing of 

rice that contains a high quantity of silica, approximately 95% after 
combustion. Membrane technology is being developed to remove impurities 

like heavy metals and dyes as the natural environment deteriorates and water 

supplies become scarce. Many researchers and developers are now adopting 
this type of technology. However, it has various drawbacks such as being 

costly and easily being fouled during the separation process. Therefore, matrix 

modification of the membrane should be carried out to mitigate these 
problems. The incorporation of fillers from biomass materials is one of the 

ways. This research aims to demonstrate the significant effect of incorporating 

the extracted silica from rice husk ash (RHA) in a polymer-based membrane 
from a blend of Polyvinyl alcohol/chitosan/polysulfone on the membrane 

characteristics and antifouling properties. The membranes were prepared by 

using a phase inversion technique by the incorporation of silica from rice husk 
ash (RHA) at various concentrations such as 5 wt.%, 7.5 wt.%, and 10 wt.% 

with a fixed amount of the polymer blends. The results showed that the integral 

membrane M4 with 10wt.% silica has the best hydrophilicity properties and 
possesses excellent antifouling properties, which were portrayed through the 

greater value of pure water flux (PWF) of 20.38 L/m2.h and the highest flux 

recovery ratio of 76.32%. This study has proven the potential utilization of rice 
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husk ash to enhance the membrane properties for industrial wastewater 
treatment. 

 

Keywords: Rice Husk Ash (RHA); Polymer-based Membrane; Phase 
Inversion Technique; Antifouling; Silica 

 

 

Introduction 
 

Water pollution is a critical issue that needs to be tackled because there is a 
large generation of wastewater effluent which can lead to environmental 

pollution.  According to the United Nations World Water Development Report 

published in 2018, about 6 billion people throughout the world will encounter 
clean water scarcity by 2050, where the demand for clean water is growing at 

a rate of 1% annually [1]. Heavy metals, hydrocarbons, dyes, nitrogenous 

chemicals, pharmaceutical residues, detergents, and phosphorus are the most 
prevalent chemical contaminants in wastewater. These contaminants result in 

difficulty in treating wastewater since the contaminants are easily adsorbed to 

the suspended particles in water, then settled in the riverbed, and pose harm to 
the ecology. As a result, modern treatment for wastewater such as membrane 

separation technology (MST) consisting of polymeric membranes and ceramic 

membranes is being used to solve this problem. 
The membrane is a selective barrier that is employed in the separation 

process to separate the presence of various phases by allowing some 

components to flow through while others are retained. When a membrane 
contains its driving force, which is a gradient of pressure, chemical, or 

electrical potential across the membrane, the separation process will occur. 

Membrane technology has been revived as a promising technology for 
removing impurities from effluent discharged from wastewater industries 

because it does not require phase change or chemical addition, making it a 

viable alternative to traditional wastewater treatment techniques such as 
distillation, precipitation, coagulation, and flocculation [2]. In wastewater 

treatment, the membrane is used to remove the pollutants such as suspended 

solids or dissolved solids to clean the water before being discharged into 
groundwater [3]. Membrane technology is also utilized in many types of 

industries such as gas separation, food processing, and protein purification. 

As a biomass material, rice husk ash (RHA) is widely used as a filler in 
a polymeric membrane, where the formulated membranes are subsequently 

used in wastewater treatment [4]. Based on the findings from Alias et al. [5], 

the extracted silica from rice husk was used for fouling mitigation in the 
membranes since the amorphous structure from RHA creates strong 

hydrophilicity and improved the separation performance in terms of pure water 

flux, rejection of humic acid, and fouling mitigation for applications in liquid 
separation and water treatment respectively. Rice husk (RH) is a waste from 
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agriculture that is abundantly generated year by year, especially in the 
countries that produce rice as their staple food. As reported in World Atlast, 

rice is a staple food all over the world and Asia countries are the largest 

consumers of rice [6]. Rice husk contains approximately 20 wt.% of ash 
generated when it is burnt at a certain temperature. The silica dioxide in the 

ash offers a function to improve the wettability of the polymeric membranes 

to enhance the antifouling properties [4]. This study aims to extract the silica 
from rice husk ash by using a modified acid leaching process, and it was 

subsequently incorporated into the membrane formulation through a sol-gel 

reaction. The properties of the formulated membrane were evaluated in terms 
of functional group, thermal stability, and surface morphology, and the 

performance of the membrane was tested through pure water flux (PWF) and 

antifouling analysis. The effort to utilize rice husk ash (RHA) in the membrane 
fabrication will be able to reduce the amount of rice husk ash (RHA) generated 

as waste from the incinerator because the higher airborne concentration of rice 

husk ash (RHA) can cause a problem to the human respiratory system. 
 

 

Methodology 
 

Material 
In the silica extraction method, the rice husk ash (RHA), 37% purity of 
hydrochloric acid (HCl), and 1N sodium hydroxide (NaOH) were used. The 

RHA was obtained from BT Science Sdn. Bhd., Selangor Malaysia. HCl and 

NaOH were purchased from R&M Chemicals, Subang, Malaysia. Polyvinyl 
alcohol (PVA) 87-89% hydrolyzed with a molecular weight average of 85000-

124000, dimethyl sulfoxide (DMSO), and chitosan were purchased from 

Sigma-Aldrich (M) Sdn. Bhd., Merck Sdn. Bhd. and Aman Semesta Enterprise 
Sdn. Bhd., respectively. Polysulfone beads with 22000 molecular weights were 

purchased from Sigma-Aldrich (M) Sdn. Bhd. N-Methyl-Pyrrolidone (NMP) 

and polyethylene glycol (PEG 400) were purchased from Merck Sdn. Bhd. 

 
Extraction of silica from rice husk ash (RHA) 
The 50 g of rice husk ash (RHA) was mixed with 250 g of deionized water and 

8 g of 37% purity of hydrochloric acid (HCl). This mixture was heated at 90 
ºC and stirred at the speed of 650 rpm for 1 hour. Then, this mixture was left 

at room temperature before being filtered using a Smith filter paper to obtain 

a cleaned RHA. This cleaned RHA residue then was treated with 250 g of 1 N 
NaOH for the acid-leaching process by heating the solution to 80 °C while 

stirring at 600 rpm for 1 hour. After that, the solution was filtered by using a 
Smith filter paper to extract sodium silicate.  
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Preparation of 2wt% of acetic acid 
To prepare 2 wt.% of the acetic acid aqueous solution, 2 g of glacial acetic acid 

was added into 98 g of distilled water and the mixture was stirred at 150 rpm 

for 1 hour [7]. 
 

Preparation of polymer blend solution 
To prepare the polymer blend PVA/chitosan, both solutions were prepared 
separately. 10 g of polyvinyl alcohol (PVA) was added into 90 g of dimethyl 

sulfoxide (DMSO) followed by heating at 90 ℃ while stirring at 400 rpm for 

4 hours until the solution become homogeneous. Then, 0.02 g of chitosan was 
dissolved into 99.98 g of 2 wt% aqueous acetic acid solution followed by 

stirring at 400 rpm and heating at a temperature of 90 ℃ for 4 hours [8]. 

 
Preparation of polysulfone solution 
To prepare 13 wt.% of polysulfone solution, 13 g of polysulfone beads pellets 

were dissolved in the 82 g of N-Methyl-Pyrrolidone (NMP). Next, 5 g of 
polyethylene glycol (PEG) was added to the mixture before it was stirred at a 

speed of 400 rpm with heating at 60 ℃ for 6 hours. Then, this solution was left 

at room temperature. 
 

Preparation of hybrid solution with rice husk ash (RHA) 
The hybrid solution was prepared by mixing 50 g of the prepared polyvinyl 
alcohol (PVA) with 50 g of chitosan solution, followed by the addition of 5 

wt.% of the extracted sodium silicate and 2 g of hydrochloric acid. The mixture 

was heated at 60 ℃ for 7 hours with continuous stirring at 400 rpm. The 
solution was cooled at room temperature before the membrane making 

process. The above procedure was repeated with the 7.5 wt.%, 10 wt.% sodium 

silicate, and without sodium silicate respectively. 
 

Preparation of membrane 
In the last stage, the membrane was prepared by adding 1 g of hybrid solution 
to 50 g of polysulfone solution. Then, this mixture was stirred at 80 ℃ at 750 

rpm until the solution turned into a homogeneous mixture. After that, the 

solution was left at room temperature for 1 hour before proceeding to the 
casting process. In the casting process, the thickness of Baker’s film applicator 

was adjusted to 100 µm. The produced film was left at room temperature for 

30-40 seconds before it was immersed in a large amount of water for a 
coagulation process. This membrane was left in the water for 24 hours. Then, 

it was dried at room temperature for 2 days before the characterization process 

was conducted. Table 1 depicts the formulations used in this study. 
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Table 1: Formulation of integral membrane  
 

Composition (g) 

Membrane PVA CS RHA HCl 

M1 50 50 - 2 

M2 50 50 5 2 

M3 50 50 7.5 2 
M4 50 50 10 2 

 
Membrane characterization 
The formulated membranes were characterized in terms of the functional 
group by using FTIR, and surface morphology by using FESEM. 

 
Fourier Transform Infrared Spectroscopy (FTIR) 
Fourier-Transform Infrared Spectroscopy (FTIR) is an analytical technique 

used to identify the organic, polymeric, and inorganic materials in a membrane 

film by determining the presence of the peak of wavenumber in the graph of 
transmittance versus wavenumber. In this study, the observation was done with 

the wave number that ranges from 4000-400 cm-1. The equipment used was 

PerkinElmer/TGA/SDTA851 [9]. 
 

Field Emission Scanning Electron Microscopy (FESEM) 
Field Emission Scanning Electron Microscopy (FESEM) is an analysis 
technique to identify the structure of the membrane. The samples were coated 

with the platinum coating to obtain the perceived images and to avoid the 

charging effect. Then, the images were taken by magnifying them at 10 k until 
20 k, and the voltage was accelerated at 5 k. The configuration of samples was 

obtained by using electron dispersive spectroscopy (EDS) attached to the 

machine. The model used was Jsm-7600f Joel [10]. 
 

Performance test 
The performances of the formulated membranes were evaluated in terms of 
pure water flux and antifouling analysis. 

 

Pure Water Flux (PWF) 
For pure water flux analysis, a membrane filtration rig with a dead-end mode 

was used. The membrane was cut into a circular shape with a surface area of 

19 cm2 before placing it onto the porous disk of the stainless-steel filtration 
cell. Then, 300 mL of deionized water was filled inside the cell as the feed 

solution before applying a nitrogen gas at 6 bars of pressure for the filtration 

process. The flux was recorded at 15-minute interval time for 1 hour of 
duration and the water flux value was measured by using Equation 1. 
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TA

Q
J w


=  

(1) 

 
where, Jw is the pure water flux (L.m2.h), Q is the volume of permeate (L), A 

is the area of the membrane (m2), and Δt is the sampling time (h). 

 
Antifouling analysis 
The antifouling analysis was performed to determine the antifouling resistance 

of the membrane and it was carried out through 3 stages at 10 bars of pressure 
[11]. Humic acid was used as the foulant model. In the first stage, the deionized 

water was used as the feed solution and the flux was recorded after 30 minutes 

(Jw1). In the second stage, the humic acid solution that consists of 0.2 g of 
humic acid (HA) in 1 L of 1000 ppm sodium hydroxide (NaOH) was then used 

as the feed solution, where the permeation was conducted for 120 minutes. 

Every 20 minutes, the permeate volume was recorded, and the final flux was 
recorded as JHA. In the third stage, the membrane was backwashed to remove 

the adsorbed foulant for 30 minutes by immersing it in the deionized water 

with a stirring speed of 150 rpm. Then, the first step was repeated and the final 
flux was recorded as JW2. Lastly, the flux recovery ratio (FRR), reversible 

fouling ratio (RFR), irreversible fouling ratio (IFR), and relative flux decay 

(RFD) were calculated using the equations below [12]: 
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               𝑅𝐹𝐷 =
𝐽𝑊1−𝐽𝐻𝐴

𝐽𝑊1
𝑥100                                                                    (5) 

 
 

Result and Discussion 
 
Membrane characterization 
Fourier Transform Infrared Spectroscopy (FTIR) 
Figure 1 demonstrates the Fourier Transform Infrared Spectroscopy (FTIR) for 
all formulated membranes.  Based on the figure, the similar peaks existing in 
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the spectra are illustrating the fingerprint region that composes of polysulfone, 
polyvinyl alcohol, and chitosan for membrane M1 with an additional peak that 

corresponds to rice husk ash components for M2, M3, and M4 ranging from 

600 cm-1 to 1500 cm-1. For the membranes incorporated with sodium silicate 
from RHA, the crosslinking process resulted in two peaks emergence at 1015 

cm-1 and 1105 cm-1 that was corresponding to the absorption bands from 

organic siloxane (Si- O- Si) and (Si- O- C) respectively, where these peaks are 
very intense for the M4 membrane due to the highest crosslinking process 

involved  [5], [13]. For M1, the peak at 1105 cm-1 is attributed to the presence 

of C-O-C from the blended polymer [6]. Membrane M1 also shows the 
strongest bonds of C=O at 2700 cm-1 to 2800 cm-1 reflecting that the 

acetaldehyde group was not completely transformed and it indicates no 

crosslinking process occurs for pure membrane [14]. 
The existence of the stretching hydroxyl (O-H) symmetric group 

appears at 3369 cm-1 and 3560 cm-1 respectively for all membranes, where 

strong intensity represents great hydrophilicity of the membrane surface and 
the anticipated increase in the water permeation performance of the membrane 

[15]. These bands were attributed to the vibration of hydroxyl groups that 

bonded to the chitosan, polyvinyl alcohol, and carbon of silica, respectively. 
For membranes M2 to M4, the stretching vibrations of a secondary amine (N-

H) from sodium silicate overlapped with the adsorption band of a hydroxyl 

group (O-H) at the wavenumber of 3422 cm-1. As a result of crosslinking 
reaction, the intensity of the peak shows a decreasing trend due to the 

interaction of silica from sodium silicate with amide and hydroxyl groups of 

the blended organic polymers [16]. The enhanced integral stability of the 
membranes was expected to happen as a result of the rapid crosslinking 

reaction especially on membrane M4 [17]. 

 

 
 

Figure 1: FTIR spectra for membranes 
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Field Emission Scanning Electron Microscopy (FESEM) 
Figure 2 shows the images of the surface morphology of each membrane from 

FESEM analysis.  Based on the images, the pore size of each membrane was 

extracted and presented in Table 2. As can be seen from the table, the mean 
pore size of the membrane decreases with the increasing amount of silica 

incorporated in the membrane. The cross-linking process between the -OH 

group of the blended polymers with the silica resulted in a dense structure of 
the membrane with the increment of small finger-like pores on the membrane 

surfaces. The dense structure provides a significant adsorption area for greater 

rejection of ions particularly for heavy metal ion rejection as a potential 
application of the formulated membrane  [18]. Furthermore, it can be observed 

that many microvoids are present in Figures 2b until 2d due to the increased 

silica content incorporated in the membrane, where it is highly preferable for 
rejection properties [14]. Besides tightening the surface of the membrane, the 

addition of silica from RHA has been reported to create high hydrophilicity 

properties of the membrane [18]. 

 

 
(a) 
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(c) 



N.A.F.M. Zainuddin, N.Z.K. Shaari, N.S.I. Chik, F. Hamzah 

 

66 

 
(d) 

 

Figure 2: FESEM images for (a) M1, (b) M2, (c) M3, and (d) M4 

 
Table 2: Formulation of integral membrane  

 

Membrane Mean pore size 

M1 0.99 
M2l 0.61 
M3l 0.49 
M4l 0.20 

 
Performance test 
Pure water flux  
Figure 3 illustrates the performances of each membrane in pure water flux 

(PWF) analysis. Based on the figure, the value of permeation flux for M1, M2, 

and M3 shows a higher flux for the first 30 minutes as compared to M4. 
However, the fluxes for these three membranes (M1, M2, and M3) declined 

significantly after 30 minutes while M4 shows a constant flux value throughout 

the one-hour filtration period. Membrane M4 portrays good surface 
hydrophilicity that contributes to the antifouling characteristic as less 

concentration polarization was observed from the plot.  

Furthermore, M4 incorporated with the highest concentration of sodium 
silicate has greater water permeation compared to membrane M1 because the 

silica itself possesses strong hydrophilicity properties [14]. This hydrophilicity 
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also corresponds to the amounts of microvoids exhibited on the membrane 
surface as observed by FESEM because more microvoids will allow greater 

amounts of water molecules to pass through the membrane. 

 

 
 

Figure 3: Permeation of pure water for all membrane 

 
Antifouling analysis 
Based on Table 3, although all the recorded fluxes for M1 were the highest, it 

has the lowest FRR and RFR, and the highest RFD and IFR, which show poor 
antifouling behaviour of the membrane. On the other hand, the flux recovery 

ratio (FRR) for membranes incorporated with sodium silicate showed higher 

values with M4 marked as the highest. The flux recovery rate is a vital 
parameter in the evaluation of antifouling properties because a higher flux 

recovery rate suggests a better antifouling performance and better 

hydrophilicity of the membrane, where the preferable value is ranging between 
40% to 90 % [19]. It was proven from the obtained result that the membrane 

with the highest amount of silica shows stronger hydrophilicity properties in 

the membrane resulting in the highest antifouling ability. The relative flux 
decay (RFD) shows a declining trend with the increasing amount of 

incorporated silica inside the membrane. The membrane M4 has the lowest 

value of RFD which is 66.84%, which further indicates the presence of a 
hydration layer on the membrane’s surface. As for IFR (irreversible flux ratio), 

it measures the degree of the particles attached to the membrane that causes 

clogging, which cannot be subsequently removed by the physical cleaning of 
the membrane unlike the RFR (reversible fouling ratio). As can be observed 

from the table, the value of RFR decreased with the incorporation of sodium 

silicate from 5 wt.% to 10 wt.%, indicating a better resistance of the 
membranes against the fouling exerted by the humic acid. There was a trend 

shown from the result that when the FRR increases with the incorporation of 
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sodium silicate, IFR showed a declining trend which indicates the clogging of 
foulant inside the porous structure of the membrane can be removed easily, 

particularly for M4. Furthermore, the coarse structure of membranes due to the 

incorporation of silica also facilitates the removal of the foulant from the 
membrane by enhancing the internal hydraulic flow across the membrane [20]. 

Based on the smaller pore size displayed by M4 as shown through FESEM 

analysis, it will provide a larger area for water permeation through the 
membrane [21], and most importantly membrane M4 has the best antifouling 

properties. 

 
Table 3: Antifouling properties of membranes from various formulations  

 

Membrane 

code 
JW1  JHA JW2 

FRR 

(%) 

RFD 

(%) 

RFR 

(%) 

IFR 

(%) 

M1 49 11.4 27 55.10 76.73 31.84 44.90 

M2 35 7.5 25 71.43 78.57 50 28.57 

M3 23 7.4 17.1 74.35 67.83 42.17 25.65 

M4 19 6.3 14.5 76.32 66.84 43.16 23.68 

 

 

Conclusion 
 

It is apparent from this research that an extraction process of sodium silicate 

from rice husk ash was successfully conducted. The incorporation of sodium 
silicate has resulted in the enhanced hydrophilicity and antifouling behaviour 

of the membranes where membrane M4 with 10 wt.% silica displayed the best 

performance. These findings have demonstrated the value addition to rice husk 
as the biomass material and the formulated membranes have the potential to 

be used for wastewater treatment.  
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ABSTRACT 

 
Wire Electric Discharge Machining (WEDM) of Titanium grade alloys with 

coated electrodes has several advantages over the traditional machining 

process such as increased productivity, reduction of processing cost, and 
improved material properties. The main objective is to create a relationship 

between WEDM parameters such as Pulse-on (TON), Pulse-off (TOFF), and 

Indicated Power (IP) with surface roughness (Ra) and Material Removal Rate 
(MRR). In the present work, the performance of zinc-coated brass electrodes 

for WEDM of Titanium Grade-7 alloy was assessed and optimized with 

statistical technique. ANOVA analysis is used to analysis of the MRR and Ra 
and validated with regression. The ANOVA analysis results indicated that TON 

is the highest statistically significant and followed by TOFF and IP on MRR and 

surface roughness. The optimum combination of higher IP(6 A) and TON 
time(60 µs) and lower TOFF time (12 µs) is lucrative for a higher MRR of 

8.5682 mm3/min and lower surface roughness of 1.66 µm. The SEM images 

showed homogeneous solidification, columnar grain structure, recast layer 
surface, and minor surface crack density were noticed at higher cutting 

conditions. The predicted model and confirmation test results were close to 

each other with minimum error (<5%), so the model is adequate.  
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Introduction 
 

Titanium (Ti) based alloys are having excellent physical and mechanical 
properties including strength-to-weight ratio, corrosion, and wear resistance. 

These alloys are the best material choice for many applications like space 

crafts, aerospace, automotive, nuclear, sports, chemical plant, and medical 
applications. However, these alloys are challenging to cutting by regular 

conventional machining process due to high thermal resistance accelerates to 

tool wear, and induces residual stress and oxidation on the machined surface. 
Certain advanced machining methods like laser cutting and electric discharge 

machining are suitable in cutting high-strength alloys. During the machining 

of advanced alloy materials, surface integrity is one of the significant 
parameters for assessing the surface integrity of finished components. Besides, 

surface, and subsurface alterations, micro/macro cracks, machining burns (heat 

affect zone), surface cavities, material side flow, residual stress, fatigue 
strength and stress corrosion factors are serious issues due to safety aspect and 

also sustainability concerns [1]-[4].  

Various researchers have employed the WEDM process to study the 
machinability characteristics of Ti alloys under different cutting conditions and 

optimized the process parameters through mathematical models [5]-[8]. 

Ramamurthy et al. [6] illustrated that surface roughness decreased with 
increased pulse-on-time duration and discharge/peak current during WEDM 

of Ti alloy. Prakash et al. [7] deliberated the impact of WEDM factors and Ti-

Nb electrode material on surface modification during Ti alloy processing. The 
authors detected that the machined surface roughness has considerably reduced 

by a trim cut strategy during WEDM of titanium alloy. Devarasiddappa et al. 

[8] examined the effect of pulse-off time, pulse-on time, peak current, and wire 
speed on WEDM of titanium alloy with reusable wire electrode using modified 

teaching learning-based optimization method. The authors noticed reduced 

surface roughness values at settings of higher peak current and lower TON time. 
Debnath and Patowari [9] recommended a mathematical model and test 

analysis to find the impact of machining parameters on surface and sub-surface 

characteristics of Ti alloys based micro-fins fabrication using the WEDM 
process. They revealed that the pulse time, current intensity, and duty cycle 

shows substantial outcome on surface superiority.  

Pramanik et al. [10] evaluated the dimensional accuracy of WEDM-
processed Ti alloy parts. They showed that the lower peak current and higher 

pulse-on-time aid to improve machined surface quality. Also, proposed that 

the choice of machining parameters are precise in the cutting of Ti alloys. 
Gohil [11] examined the EDM of Ti-6Al-4V alloy with various cutting 
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parameters using mathematical models. They observed that the recast layer 
formed was prejudiced by higher pulse duration, discharge current, and spark 

energy. The authors demonstrated that the peak current and pulse-on time 

considerably influences surface roughness and MRR. Torres et al. [12] 
measured the surface and sub-surface modifications in WEDM of hard-to-

machine alloys with zinc and brass wire electrodes. The obtained results 

demonstrated the significant influence of wire feed and single pulse discharge 
energy on machined surface quality.    

Tonday et al. [13] analysed the machining parameters effect on MRR 

and surface integrity during WEDM of Ti-based alloy with copper electrode. 
The authors observed that the discharge current is the most vital parameter on 

machined surface characteristics and MRR. Thus, to enhance machinability 

characteristics and productivity of the EDM process, continuous pulsation and 
higher peak current are very important [14]-[16]. However, better-machined 

surface integrity characteristic is much essential for preventive maintenance 

and better product performance. The surface topography of components 
encompasses surface and sub-surface alterations, microhardness, residual 

stress distribution, and recast layer. Compared to the bulk material, recast layer 

have a dramatic drop in surface hardness. It is due to considerable thermal 
degradation of the machined components [17]-[20]. 

Gupth et al. [21] studied the effect of wire feed speed, wire tension, and 

servo voltage on surface roughness and cutting speed in the machining of pure 
and heat-treated Ti-6Al-4V alloy using Response Surface Methodology 

(RSM). The analysis results indicate the wire tension and servo voltage were 

the highest impact on surface roughness of and cutting speed of 1.75 mm/min 
during machining of annealed Ti-6Al-4V alloy when compared to other heat-

treated Ti-6Al-4V alloy. Thangaraj et al. [22] optimized the WEDM process 

parameters on surface quality during the machining of titanium alloy using 
Taguchi–Grey analysis-based (TGRA) method. The analysis results show the 

best input parameters combination in attaining optimal surface measures such 

as discharge current (15 A), gap voltage (70 V), and duty factor (0.6) when the 
WEDM process of titanium. The authors also suggested that the selection of 

wire electrodes and dielectric fluid are most influential on the surface quality 

in the machining of titanium, due to its importance in creating the spark energy. 
Similar results can be found elsewhere [23]-[26]. 

The above literature review reveals that the work carried out on the 

effect of WEDM process parameters on MRR and Surface roughness in 
machining Ti grade 7 alloy is minimum using zinc-coated brass wire 

electrodes. The study reported herein is continuing effort to examine cutting 

parameters effect on productivity enhancement and quality of surface during 
WEDM of titanium-based alloy using statistical techniques. The current work 

aims to study the influence of process parameters on surface roughness and 

MRR during titanium grade 7 alloy with Zn-coated brass wire electrode 
machining of using the design of experiments technique (L27 orthogonal array). 
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The surface and sub-surface discrepancies occur with WEDM of titanium 
grade 7 alloy using scanning electron microscopy (SEM) analysis. 

 

 

Experimentation 
 

Material and methodology  
Titanium (Ti) grade 7 alloy is the material of research interest in recent years 

due to its extensive use in a chemical plant, marine, medical and aerospace, 

desalination, brine concentration/evaporation equipment, and pulp/paper 
bleaching/washing equipment, hydrometallurgical extraction applications. 

The composition of the grade 7 alloy and its mechanical properties are 

illustrated in Tables 1 and 2, respectively. The high yield strength and tensile 
strength of Titanium grade 7 make it a more suitable material for applications 

where strength is critical. The elongation property allows it to withstand stress 

and deformation without fracturing, suitable for high-temperature 
applications. Titanium grade 7 alloy size of 20x20x100 mm3 was used as 

workpiece material, which was pre-machined by CNC Wire-EDM using an 

appropriate sequence of cuts including roughing and finishing cut. The tests 
were carried out using the ‘CONCORD CNC WEDM’, Model: DK-7732VC, 

which controlled input process parameters to be selected from a restricted level 

of potential values. The wire EDM machining process was carried out with a 
diameter of 0.25 mm zinc (Zn) coated brass wire electrode for WEDM 

processing of Titanium grade 7 alloy. Zinc liquefies at a lower temperature 

than brass and absorbs heat as it boils away. As a result, less heat enters the 
wire to retain its strength. Coated wire typically enhances material removal by 

10 to 15 percent. Coated wire usually comes in three grades, hard, semi-hard, 

and soft. Hard wires are used for machining when high tensile strength is 
required. Soft brass wires are typically used while cutting tapers [20]. The 

properties of brass wire with Zn-coated electrode are in Table 3.  

Test trials were accompanied by different levels of the peak current (IP), 
pulse-off time (TOFF), and pulse-on time (TON) during WEDM processing of Ti 

grade 7 alloy. Some parameters of wire EDM such as wire tension, wire speed, 

and servo control voltage were maintained as default machine settings. Some 
studies have been done on surface roughness (Ra) and material removal rate 

(MRR) in WEDM using brass wire-coated zinc as electrode. Owing to its fast-

cooling rate and low viscosity, WEDM uses deionized water as an alternative 
to hydrocarbon oil as the dielectric fluid. The WEDM setup and employed 

samples are presented in Figure 1. 
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Table 1: Chemical composition (weight %) of Ti grade 7 alloy 
 

Fe O C N H Pd Ti 

0.30 0.25 0.08 0.03 0.015 0.15 Bal. 

 
Table 2: Mechanical properties of Ti grade 7 alloy 

 

Tensile 

strength, 
ultimate (MPa) 

Yield  

strength 
(MPa) 

Modulus of 

elasticity 
(GPa) 

Elongation 

(%) at 
break 

Shear 

modulus 
(GPa) 

Rockwell 

hardness 
(HRB) 

344 375 105 20 45 75 

 

Table 3: Electrode material properties 
 

Wire material Zn-coated brass wire 

Tensile strength 900 N/mm2 

Wire grade A1 Hard 

Wire diameter 0.25 mm 

 

 
 

Figure 1: Working setup of WEDM machining process and machined 
samples 

 

Experimental design 
In this work, three process parameters TOFF time, TON time, and IP were 

considered for wire EDM machining. The process parameters and their levels 

are illustrated in Table 4. They were chosen considering material properties 
and suggestions taken from EDM machine experts. The MRR is reliant on the 
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various input parameters which affects the productivity of any process. The 
experimental plan was employed as per Taguchi’s experimental design (L27 

Orthogonal Array) using Minitab-17 software. It aids to capture experimental 

response data in a systematic manner. The L27 orthogonal array and responses 
like surface roughness and MRR are tabulated in Table 5.  The shape machined 

by WEDM was 20x20x5 mm3 in thickness. The tests were carried out for each 

trial 2 times and the average response reading was considered for analysis. The 
machined surface roughness was determined using a roughness tester (‘Model: 

SJ201; Make: Mitutoyo’) and surface morphology analysis was carried out 

with SEM images. The MRR is measured using the relation in Equation 1. 
 

MRR = 
𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝑟𝑒𝑚𝑜𝑣𝑒𝑑

𝑀𝑎𝑐ℎ𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒
                      (1) 

 
Table 4: Parameters and their levels considered in the study 

 

Sl. No. Description Level 1 Level 2 Level 3 

1 TON (µs) 20 40 60 

2 TOFF (µs) 10 14 18 

3 IP (A) 2 4 6 

 
 

Results and Discussion 
 
The MRR and surface roughness (Ra) are major parameters that affect the 

quality and throughput of any production industry. MRR represents the total 

workpiece material volume removed within a unit working time. It indicates 
the machinability efficiency of the production machine. Correspondingly, 

surface roughness also has significant effects on the performance of WEDM 

machined parts. In general, the surface quality is measured as the average 
surface roughness (Ra) of machined parts [2], [27]-[28]. In addition, 

machinability characteristics are influenced by the type of electrode, work 

contact, dielectric fluid supply, accuracy, friction, and deformation.  
In the present study, titanium grade 7 alloy was machined by WEDM at 

different machining conditions, and statistical analysis was supported and 

correlated with the assistance of a regression model. In the second half, 
enumerate the integrity of the machined surface such as process parameters 

that define the surface morphology and modifications on the machined 

components were discussed with SEM images. 
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Table 5: Orthogonal array (L27) and obtained results 
 

Sl. 
no. 

TON 
(µs) 

TOFF 
(µs) 

IP (A) 
MRR 

(mm3/min) 

Surface 

roughness 

(Ra), µm 

1 20 12 2 7.1221 2.146 

2 20 12 4 7.9026 2.281 

3 20 12 6 8.7630 2.493 

4 20 16 2 7.0346 2.964 

5 20 16 4 7.3682 2.130 

6 20 16 6 7.4214 2.655 

7 20 20 2 6.9842 2.872 

8 20 20 4 7.1256 2.894 

9 20 20 6 7.5682 2.869 

10 40 12 2 7.4568 1.623 

11 40 12 4 8.3850 1.884 

12 40 12 6 8.8346 1.967 

13 40 16 2 6.9824 2.142 

14 40 16 4 6.9024 2.467 

15 40 16 6 7.5248 2.566 

16 40 20 2 6.9246 2.737 

17 40 20 4 7.5728 2.904 

18 40 20 6 8.1282 2.957 

19 60 12 2 8.1456 1.912 

20 60 12 4 8.5682 1.667 

21 60 12 6 8.9412 1.846 

22 60 16 2 8.1236 1.765 

23 60 16 4 8.5248 2.162 

24 60 16 6 9.3846 2.257 

25 60 20 2 9.1264 1.396 

26 60 20 4 9.3346 1.862 

27 60 20 6 9.9624 2.134 

 
Statistical analysis 
The obtained results were evaluated through analysis of variance of MRR and 

Ra as illustrated in Tables 6 and 7, respectively. The analysis of variance 
(ANOVA) demonstrates that existing statistical models are viable for the 

prediction of surface roughness and MRR at a 95% confidence level. The 

experimental results were examined for the identification of influencing 
parameters on MRR and surface roughness with a confidence level of 95%. 

The attained results are established by using main effects plots for mean and 
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normal probability plots. Interaction terms of cutting parameters were included 
in the assessment [14], [20].  

 

Table 6: ANOVA of MRR 
 

Parameters DOF SS MS F Test F 
% of 

contribution 

Pulse-on (µs) 2 16.386 8.194 120.75 8.66a 58.81 

Pulse-off (µs) 2 3.627 1.815 26.73 8.66a 12.64 

Peak current (A) 2 5.183 2.593 38.20 8.66a 18.23 

Pulse-on * 
Pulse-off   

4 
1.444 0.362 5.32 3.85b 4.26 

Pulse-on * peak 

current 

4 
0.409 0.103 1.52 -- 0.00 

Pulse-off * peak 

current 

4 
0.051 0.014 0.19 -- 0.00 

Residual error 8 0.543 0.067 
  

6.06 

Total 26 27.65 
   

100.00 

* SS = Sum of squares; DOF = degree of freedom; MS= Mean Square; Test F=Fisher’s 

Value; a 99% Confidence; b 95% Confidence; %C = percentage of contribution 

 
Table 7: ANOVA of surface roughness 

 

Parameters DOF SS MS F Test F 
% of 

contribution 

Pulse-on (µs) 2 2.598 1.304 306.530 8.66a 33.20 

Pulse-off (µs) 2 2.843 1.419 333.520 8.66a 36.11 

Peak current 
(A) 

2 0.150 0.073 17.140 8.65a 6.75 
Pulse-on * 

Pulse-off   

4 

2.141 0.534 125.610 8.66a 22.09 

Pulse-on * 
Peak current 

4 
0.063 0.016 3.850 3.85b 0.00 

Pulse-off * 

Peak current 

4 

0.004 0.001 0.210 -- 0.00 

Residual error 8 0.033 0.004     1.85 
Total 26 7.834       100 

* SS = Sum of squares; DOF = degree of freedom; MS= Mean Square; Test F=Fisher’s 

Value; a 99% Confidence; b 95% Confidence; %C = percentage of contribution 

 

The ANOVA analysis of MRR for WEDM of Ti grade 7 alloy is 

presented in Table 6. It revealed that the effects of TOFF time, TON time, and 
peak current are the highest statistical significance. The interaction effect 

between TON*TOFF is partially significant, while other interaction effects of 
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parameters are insignificant. The obtained results indicated the significance of 
TON on  MRR during WEDM process of Ti grade 7 alloy is greater (58.81%) 

followed by IP (18.23%) and TOFF (12.64 %) (Table 6). Whereas, ANOVA of 

surface roughness has shown that effects of peak current, pulse-on, and the 
interaction effect between TOFF*TON are statistically significant and are shown 

in  Table 7. The TOFF is the highest (36.11%) significance on surface roughness 

trailed by TON (33.20 %), TOFF*TON (22.09%), and IP (6.75%). Besides, the 
impact of TON*IP and TOFF*IP was found insignificant.  

Figures 2 and 3 correspondingly illustrate main effects plots for the 

mean for MRR and Ra. It indicates that MRR was found to enhance with 
increased levels ofTON, while Ra was found to diminish. Whereas the upsurge 

of TOFF has caused the decrease of MRR initially, a further increase of TOFF 

from level 2 to level 3 has led to greater value of MRR value (Figure 2). 
However, surface roughness and MRR were increased with increased peak 

current values. The reason is that significant energy is supplied when the IP 

with sufficient TON time was increased to maximum. Thereby, it influences on 
the cutting speed. Consequently, increase in large discharge energy in turn 

improves drastically MRR. It indicates that the MRR was found to be greater 

in the combination of the upper level of IP and TON. Based on the above 
discussion, it can be revealed that the maximum MRR can be obtained using 

positive polarity of electrode. It suggests that positive polarity of the electrode 

and dielectric fluid are favored for the machining of titanium grade 7 alloy 
using WEDM process. Similar experimental results were found by other 

researchers [10], [12]-[13]. 
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Figure 2: Main effects plot illustrating effect of individual process 
parameters on MRR 
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Figure 3: Main effects plot illustrating the effect of individual process 

parameters on surface roughness 

The regression models represent an established correlation between 

WEDM parameters with responses like MRR and Ra. Consequently, obtained 

regression models of MRR and Ra are presented as Equations 2 and 3, 
respectively. The R-Sq and R-Sq(Adj.) values of developed models are greater 

than 89%, also the difference between R-Sq and R-Sq(pred.) is within 20%. 

Therefore, it can be inferred that established models are feasible and adequate 
to predict responses within the studied range of parameters.  

 

MRR (mm3/min) = 18.76 - 0.466 * Pulse-On - 0.998 * Pulse-Off + 
0.5356 * Peak Current + 0.00812 * Pulse-On * Pulse-On + 0.03155 

* Pulse-Off * Pulse-Off + 0.00482 * Pulse-On *Pulse-Off             (2) 

 
R-sq(adj)- 91.75%; R-sq-93.60% and R-sq(pred)- 88.05% 

 

Ra (µm) = -3.222 + 0.1363 * Pulse-On + 0.4549 * Pulse-Off + 0.0889 
* Peak Current - 0.001378 * Pulse-On * Pulse-On - 0.00619 * Pulse-

Off * Pulse-Off - 0.00717 * Pulse-On * Pulse-Off                     (3) 

 
R-sq(adj.):89.70%; R-sq:92.40% and R-sq(pred.):84.15% 

 

The normal probability plots and Anderson–Darling test of residuals 
versus predicted response for MRR and Ra is shown as Figure 4 and Figure 5, 

respectively. The test values of responses (MRR and Ra) are normally 

distributed on the 45° line. It explains that the P-value is higher than the alpha 
(α) with a significance level of 0.05 and the null hypothesis cannot be rejected. 

Hence, data recorded from the established setup is rationally good agreement 
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with adequate range. Also, it confirms that the employed statistical method is 
adequate as shown in Figure 4 and Figure 5. Further, it is a typical model to 

predict WEDM process parameters for Ti grade 7 alloy.  
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Figure 4:  Probability plot for MRR 
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Figure 5: Probability plot for surface roughness 
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Confirmation test results 
For validation purposes, new experimental trials were conducted with Ti grade 

7 alloy during the WEDM process. The new WEDM parameters used for 

confirmation tests are shown in Table 8. Table 9 shows the experimental 
results attained where a comparison was done between the expected values 

from the developed regression models (Equation 2 and Equation 3) with new 

experimental trials. From the comparison analysis of Table 9, it is observed 
that the intended error for MRR (maximum of 2.204% and minimum of 1.68%) 

and surface roughness (maximum of 5.965% and a minimum of 4.142%). 

Therefore, MRR and surface roughness with the WEDM parameters with 
rational degrees of estimate.  

 

Table 8: Experimental trials for comparison tests  
 

Trials no. New trials TON (µs) TOFF  (µs) IP (A) 

1 A 30 12 3 

2 B 50 16 5 

 

Table 9: Experimental results compared with regression model results 

 

Sl. No. Trials Model results Experimental results % of error 

1.  MRR (mm3/min) 

 A 7.6972 7.5680 1.680 

 B 8.928 9.1248 2.204 

2.Surface roughness (Ra), µm 

 A 2.548 2.70 5.965 

 B 1.69 1.76 4.142 

 
Surface integrity assessment 
Surface quality is an important machining aspect, which signifies the 
performance and reliability of the products. In such cases, surface integrity is 

essential and is exaggerated by the machining process with surface and 

subsurface degradation. The surface integrity includes surface topography, 
recast layer formation, and stresses distributions on the machined components. 

Especially, the wire EDM process is inevitable for improved surface quality 

and greater throughput in industrial sectors.  
Figure 6 demonstrates SEM images of WEDMed surface of Ti grade 7 

alloy at various considered WEDM parameters. The description of SEM 

images indicates experimental results obtained for minimum Ra and maximum 
MRR attained machining conditions. The optimized parametric results and 

SEM image demonstrated in Figure 6a reveals the surface alterations at a 

pulse-off time of 12 µs, pulse-on time of 40 µs, and peak current of 6 amps. It 
is noticed that topography of surface defects like globules, micron-size cracks, 
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and voids as well as recast layers on machined surfaces. It depicts the machined 
surface produced at high IP and low TON time settings succeeding in maximum 

MRR. It may be because residual gases are produced and tend to get entrapped 

on the metal surface [21]-[22]. While these entrapped gases try to escape, they, 
initiate defects like bubbles, micro voids, and micro cracks.  

 

 
(a) 

 

 
(b) 

 

Figure 6: SEM images show the machined surface of titanium grade 7 alloy 

at (a) Ton = 40 µs, Toff = 12 µs and peak current = 6 A, and (b) Ton = 60 µs, 
Toff = 12 µs and peak current = 2 amps 
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Similarly, SEM micrographs demonstrated in Figure 6b show a smooth 
surface free from craters, voids, and cracks at TOFF time of 12 µs, TON time of 

60 µs, and peak current of 2 amps. However, a limited amount of debris, 

globules, and minor cracks of recasted metal could be comprehended. It 
describes that the surface roughness is commensurate to high TON time with 

low IP. As peak current increases, increased energy discharged creates a large 

amount of molten materials. It further transforms into globules resulting in 
better surface finish. Also, the presence of slight cracks is apparent owing to 

impinged higher energy sparks over machined surface. Similar experimental 

results were found by other researchers [8], [18]-[19]. 
The cross-sectional SEM microstructure reveals the amount of recast 

layer corresponding to WEDM parameters depicted in Figure 7. Besides, 

recast layer thickness in case of TON time of 40µs, TOFF time of 12 µs, and IP 
of 6 A is shown in Figure 7a. In addition, MRR has increased with increased 

pulse-on, while Ra has decreased. As the TON time increased to 60 µs, the TOFF 

time of 12 µs and IP of 2 A is depicted in Figure 7b. The surface roughness 
decreased with increased pulse-on time. However, the recast layer thickness 

decreased as a result of reduced peak current. It shows that a lower peak current 

causes less molten material and re-solidification. At the same time, it depicts 
the lower MRR. It can be concluded that higher TON time, lower TOFF time, and 

IP are recommended for WED machining of Ti grade 7 alloy.  

 

   
     (a)         (b) 
 

Figure 7: Cross section SEM surface of WEDM machined surface of titanium 
grade 7 alloy at (a) Ton = 40 µs, Toff =12 µs and peak current = 6 A, and (b) 

Ton = 60 µs, Toff = 12 µs and peak current = 2 amps 

 
 

Conclusions 
 
The current experimental study was made to assess the WEDM parameters on 

surface roughness and MRR during Ti grade 7 alloy machining. The following 
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conclusions were drawn from the experimentation and successive statistical 
analysis.  

• The experimental results indicate the MRR is strongly influenced by 

pulse-on time (TON) and peak current (IP). It owes maximum discharge 
energy at greater levels of TON and IP.  

• The pulse-off (TOFF) time is highly significant (58.81%) on MRR 

followed by IP (18.23%) and TON time (12.64 %) 

• The TOFF time is highly significant (36.11%) on surface roughness 

trailed by TON time (33.20 %), TOFF*TON (22.09%), and IP (6.75%).  

• The material removal rate decreases as the TOFF time increases due to 

reduced spark discharges in a certain duration.  

• Surface quality significantly worsens with the increase in peak current 
due to high discharge energy affecting the surface quality and creating 

more cracks, globules, microvoids, and craters on the machined surface. 

• Surface defects reduce with lower peak current (IP) and higher TON 
time. It is due to low discharge energy producing fine microstructure 

surfaces.  

• Cross-sectioned SEM images indicate the minimum recast layer 

thickness at higher TON time with lower TOFF time. 

• Cross-sectioned SEM images indicate the minimum recast layer 
thickness at higher TON time with lower TOFF time. 

• The predicted model results and confirmation test results were close to 

each other with minimum error (< 5%), so the model is adequate. 
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ABSTRACT 

 

The cost of producing concrete has increased, and its effects on the natural 

environment have become apparent. The ideal solution is to use agro-waste 

material instead of cement in concrete. This research aims to determine how 

well RHA works as a cement substitute. At increments of 5%, 10%, and 15%, 

rice husk was applied in substitute of cement. Compressive and flexural tests 

were performed on a 100 mm x 100 mm x 100 mm cube and 100 mm x 100 mm 

x 500 mm prisms with varying percentages of RHA substitution. Findings show 

that the highest control sample has a compressive strength of 49.83 MPa while 

t The compressive strength began to drop at 5% RHA substitution. The 

compressive strength decreased as the percentage of RHA used increased from 

10% to 15%. The flexural strength data shows that the 10% RHA has a 

maximum of 4.90 MPa. The lowest value is 3.85 MPa, and it is only seen from 

5% of RHA. Thus, it can be inferred that an RHA replacement level of 5% in 

cement yields a tremendous increase in compressive strength. 
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Introduction  
 

Cement, fine and coarse aggregate, and water are the most expensive of the 

concrete's standard components. This has led to a recent hike in the cost of 

concrete, a necessary used construction material. As the building industry 

expanded in Malaysia, so did the demand for cement, which in turn fueled the 

growth of infrastructure development in the country. 

Due to its functions as a binder, cement is the primary component used 

in the production of concrete. Cement manufacturing is consequently resource-

intensive, costly, and environmentally damaging [1]. Worth to mention that 

Ordinary Portland Cement (OPC) is the most common kind used in the major 

construction sector. Unfortunately, the main primary constituent of cement is 

limestone which is a non-renewable resource. Hence, cement production is 

highly-priced, uses a lot of energy, and depletes natural resources [2]. It is a 

great concern to the environment as long-running, extensive mining will 

eventually cause depleted sources of limestones. In addition, the cement is 

made up of components such as silica, alumina, and magnesia as well as iron 

oxide. Besides, the negative impact of this kind of cement is also degradative 

to the environment due to the high emission of carbon dioxide. It was estimated 

that around 7% of the world's carbon dioxide output emanates from the cement 

industry [3]. 

Auspiciously, developments in concrete technology are making it 

possible to lessen carbon dioxide emissions caused by the production of 

cement and to substitute industry and agricultural waste for concrete in 

construction projects. Since a few decades, cement-replacement materials like 

fly ash and powdered granulated blastfurnace slag have been routinely used to 

reduce the amount of cement used [4]. Pursuant to previous studies, rice husk 

can be burned to create rice husk ash (RHA). The physical and chemical 

composition of RHA is following the standards for mineral admixtures for it 

to perform as the substitute [5]. Based on earlier research, evidence suggests 

that the mechanical properties of concrete can be enhanced by adding RHA in 

the right proportions. Regarding the manufacture of concrete, because of its 

high content of silica, RHA is regarded as a highly reactive pozzolanic material 

[6]. Therefore, rice husk is one of the potential answers to the problem of 

mitigating the depletion of limestone. 

The production of harvestable goods in agriculture results in the 

generation of a significant volume of waste. Straws, bagasse, and husks are the 

three most common types of biomass products that come from plants or crops. 

Burning agricultural waste in the open field is a typical method of disposal for 

farmers. Ashes have the potential to spread into neighbouring areas, which can 
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lead to environmental and landfill problems. On the other hand, the practise of 

dumping rice husks in landfills can occupy a substantial amount of space and 

is a major contributor to environmental damage [2]. 

Ash from burning rice hulls for energy production is a common 

agricultural byproduct known as rice husk ash (RHA) [7]. Another way to 

produce RHA is to employ boilers, where the paddy can be directly burned or 

gasified to produce the fuel [8]. Both methods have the potential to extract 

RHA from paddy. When compared to other agricultural wastes that can be used 

in the building sector, rice husk has shown the best performance as a 

supplemental cementitious material (SCM) due to the high silica content of the 

ash [9]. 

Production of a rice paddy in Malaysia increased from 3 million tonnes 

in 2015 to 4.6 million tonnes in 2018 and 6.1 million tonnes in 2020 [10]. 

Agricultural waste may be easily obtained due to global production on a huge 

scale, making it a cost-effective alternative to more conventional building 

materials. The waste can be used in place of traditional materials because it is 

abundantly produced all over the world and hence easy to acquire. The rice 

husk, which originates from the outermost layer of paddy grain, however, will 

be dumped or burned, which will add to existing disposal problems and 

environmental worries [11]. Therefore, using rice husk in replacement of 

concrete might be one step toward finding a solution that addresses the issue. 

This aids the country by reducing waste disposal costs and protecting the 

environment. 

One of the distinguishing features of this material is its high 

concentration of amorphous silica, which, when combined with portlandite in 

cement, can lead to the creation of a pozzolanic phase. In addition, RHA could 

be utilised to enhance the bond between different concrete mixtures by filling 

in the spaces between the cement particles [12]. By infiltrating voids between 

cement grains, RHA is capable to strengthen bonds in various concrete 

combinations [13]. The overall performance characteristics of the cementitious 

product are enhanced through the use of this pozzolanic method at later ages. 

On the other hand, RHA is used to replace cement partially, a considerable 

reduction will be made to the amount of CO2 annually discharged into the 

environment [14]. Another approach for cutting costs on cement and lime is 

making use of RHA to cut down on the overall quantity of binders that are 

needed for a variety of construction projects. RHA-blended concrete has been 

reported to have lower air permeability and chloride penetration, lower 

alkalisilica expansion, and higher sulphate and acid resistance, among other 

qualities [14]. 

Moreover, when compared to the other types of ashes that were tested, 

the RHA concrete had the highest normalised compressive strength. The prior 

research indicates that a replacement level of 10-20% RHA in concrete is 

optimal [15]. However, RHA concrete was found to have normalised 

compressive strengths that were nearly 1.2 times higher than those of the 
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control concrete. This is because elevating the proportion of amorphous silica 

in the RHA formula significantly improved both pozzolanic performance and 

concrete properties. 

In the study, rice husk waste at 5, 10, or 15%  were used to supplant 

portland concrete for compressive and flexural consistency. The objective of 

this research is to provide information on the utilization of RHA as a 

supplementary cementing material for producing green concrete. Additionally, 

to the effects of the percentage of RHA as cement replacement and water-

cementitious materials ratio on the mechanical properties investigated, the 

properties of the RHA concrete were also compared with those of the control 

portland cement concrete and the concrete containing silica fume. The 

outcome of this study benefit in the field of green concrete.  

 

 

Experimental Work 
 

Concrete mix design commonly uses form of dimensions or ratios such as 

1:2:4, respectively representing the proportions of cement, fine aggregates, and 

coarse aggregates. The ratio is either determined by weight or volume. 

Although in terms of its simplicity of expression, this concrete mix design 

system has an advantage. However, it will cause a disruption when describing 

the effect of the mixing measurement on the concrete features. This is related 

to the importance in defining the amount of cement needed to cast a given 

concrete size. Thus, using the typical mix concrete layout sheet to measure the 

concrete mixing percentage is the most ideal way to specify mixing parameters 

for each individual material engaged in concrete mixing in terms of volume. 

Moreover, by measuring specifically the mixing percentages required for 

concrete mixing, the waste of materials typically occurring will be minimized. 

 
Material preparation 
Cement 
For this experiment, four different series of RHA replacement concrete were 

constructed: a control series, and RHA replacements of 5%, 10%, and 15%. 

The cement that was used throughout this experiment was acquired from 

Tasek Cement, which fulfills the requirements outlined in MS EN 197-1:2007 

[16]. These tests were conducted with a 42.5-strength class of Ordinary 

Portland Cement (OPC). The Tasek Cement is obtained from concrete 

laboratory, UiTM Shah Alam. 

 

Rice husk ash 
Rice husk ash is generated by burning rice husk in a regulated manner. Having 

a high SiO2 concentration after being properly burned, it can be applied as an 

additive in concrete. During the hydration process, calcium hydroxide crystals 

form in concrete, and the amorphous silica in RHA reacts favourably with 
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these crystals. The C-S-H gel that is created as a by-product of the 

concrete hydration can be implemented to fill the porous structure. This is 

possible since the gel's viscosity is lower than that of water. Rice husk ash is 

operated as an alternative to cement in concrete.  

The rice husk is obtained from a local source of rice paddy. Then, the 

rice husk is dried and placed in the furnace until it changes into ash. The ash 

are collected from the furnace and grounded until achieving a specific size is 

needed. 

 
Aggregate 
Suitable selection of optimum coarse aggregate size is essential in concrete 

mix design as it affects concrete strength. In addition, the coarse aggregate 

should be cleaned and free of chemicals that can lead to concrete degradation. 

Crushed stones are typically coarse aggregates used for concrete mixing. The 

material that can be sieved through a 4.75 mm screen contains fine aggregates. 

Quarry coarse aggregates with a nominal size of 10 mm were selected for this 

study. Coarse aggregates is obtained from Kajang rock quarry and fine 

aggregate obtained from concrete laboratory, UiTM Shah Alam. 

 
Superplasticizers 
A chemical addition from the MasterGlenium Sky 8333 group was 

incorporated into the concrete mixing process to decrease the water-cement 

ratio, enhance the concrete’s formability, and strengthen its strength. 

MasterGlenium Sky 8333 obtained from online purchase bmd.asia.  

 
Design mix 
There were four different RHA mixture ratios created. The concrete mixtures 

used in the casting process include a control mixture and variations with 5, 10, 

and 15% RHA, respectively. Table 1 outlines the relative amounts of RHA and 

materials incorporated into the concrete mix. Upon continuing to the casting 

process, the fresh concrete is then tested to assess its workability using the 

slump test. In addition, the vibrating table is being used to vibrate the mould 

to ensure that the concrete is evenly compacted while minimizing the air void 

produced in the concrete. 

Hence, OPC was utilised with a constant water-cement ratio of 0.54. 

This study consisted of 36 total samples, consisting of 36 different prism sizes 

(100 mm x 100 mm x 500 mm) and 36 different cube specimens (100 mm x 

100 mm x 100 mm). For further works, the tests comprised both a compressive 

and a flexural measure of the strength. The slump test was carried out to 

provide data supporting the applicability of fresh concrete. Curing times in 

water ranged from 7 days to 14 days to 28 days for each specimen.  
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Table 1: Different percentages of rice husk ash with the material 

 

Mixture 
Cement 

(kg/m3) 

RHA 

(kg/m3) 

Fine 

aggregate 

(kg/m3) 

Coarse 

aggregate 

(kg/m3) 

Water 

(kg/m3) 

SP (1% of 

cement 

weight) (ml) 

Control  16.13 0.00 33.05 40.38 8.72 168.00 

5% RHA 15.33 0.81 31.47 38.45 8.31 147.00 

10% RHA 14.52 1.61 31.47 38.45 8.31 147.00 

15% RHA 13.71 2.42 31.47 38.45 8.31 136.50 

 

Experimental apparatus and procedure 
Compressive test on the specimen 
A component or structure's compressive strength is its capacity to resist 

cracking or surface deformation under stress. The concrete shrinks under 

compression and expands under strain. Additionally, compressive strength 

testing relies heavily on load rate. The observed strength increases with 

increasing loading rates. Slow loading rates have been suggested to initiate 

more subcritical cracking or to bring about the emergence of creep that 

modifies the amount of strain at a given load. Insight regarding concrete 

characteristics can be gained through this assessment. By conducting this 

check, it will be possible to ascertain whether or not the concreting activities 

have been performed correctly. This evaluation was carried out following the 

standards laid out in BS EN 12390-3:2019 [17]. 

Cube test uses 100 x 100 x 100 mm mould relying on the aggregate size 

used. The concrete is poured into the mould in three separate levels; after each 

addition, the table vibrates to compact the concrete. Cement pastes 

were applied to the top of the cubes and spread evenly to create a flat, level 

surface. After twenty-four hours, the cubes were taken from the moulds, and 

the curing tank was loaded to begin the curing process. The cubes are 

evaluated with a compression machine after 7, 14, and 28 days of curing, and 

thus were tested at the proper angles to the casted position. The load 

was imposed incrementally from this point on until the cube broke. When 

calculating the compressive strength of concrete, the failure load from the test 

must be divided by the cube's surface area. Figure 1 depicted the process of 

compressive test.  

 

Flexural test on the specimen 
Flexural strength, which can also be referred to as modulus of rupture, is the 

ability of a concrete to resist deformation as a result of bending. This test 

method covers the determination of the flexural strength of concrete by the use 

of a simple prism with four-point loading. The maximum flexural loads were 

determined using the UTM-1000 at the Concrete Laboratory, UiTM Shah 

Alam, Selangor. Remove the prism from the curing prosses for 7,14 and 28 
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days from water tank and test while they are still wet. For this test, will be 

tested using 3 specimens each. Based on the peak load, the peak flexural stress 

within the prism is calculated. The significance of using 3 specimens for each 

period is to obtain the average flexural strength values The standard that has 

been use can fullfill the requirement Figure 2. 

 

  
 

Figure 1: The specimen after compressive test 

 

Two-point loads, 100 mm apart, are applied to the third points along the 

span of a simply supported concrete prism. In accordance with BS EN 12390-

5, the load is steadily raised at a rate of 0.5 mm/min until flexural failure 

occurs. Prism size of 100 mm x 100 mm x 500 mm was used in this study. 

Figure 3 depicted the process of Flexural strength test. 

 

 
 

Figure 2: Arrangement of loading of test specimen (BS EN 12390-5) [18] 

Concrete 

Specimen 
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Figure 3: The specimen before flexural test 

 

 

Results and Analysis 
 

Figure 4 displays the changes in compressive strength that took place 7, 14, 

and 28 days after the RHA was replaced. During 7 days all RHA mixed 

concrete compressive strength is very low compared to control concrete. This 

might be due to the silica and the reduction of calcium hydroxide in the 

concrete mix not being able to enhance the concrete strength. These results 

indicate that the higher rate hydration process for normal mixed concrete 

compared to the concrete that contained pozzolanic material RHA starts at a 

later age and becomes significant when a considerable amount of Ca(OH)2 is 

produced as a hydration product of cement. RHA reacts with cement hydration 

product Ca(OH)2 to produce a secondary C-S-H gel. It happens because of the 

effect of the pozzolanic reaction which usually manifests at a later stage [19]- 

[20]. At 28 days, the strength of the control concrete reaches 49.82 MPa. After 

28 days, the strength was 35.15 MPa when RHA was used for 5% 

replenishment. It was discovered that the optimal value of RHA significantly 

lowers the strength of concrete.  

Prism 

Specimen 

Loading 

Roller 

Supporting 

Roller 
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The result shows that the compressive strength of RHA concrete 

reduced as the percentage of RHA replacement increased and the concrete did 

not significantly influence the later age strengths. Results by [21] are in line 

with the present study, indicating that large amounts of RHA have an adverse 

effect and reduced the strength of concrete. This might be due to the lower 

calcium hydroxide content that has been reduced with the replacement of RHA 

in the mixes. Nevertheless, the strength of concrete with the replacement of 

cement by up to 15% RHA manage to attain the target strength of 30 MPa.  

Meanwhile research [22] found that there is reduction in compressive 

strength at earlier ages with the increasing RHA content in concrete. In 

addition, superplasticizer (SP) improves the compressive strength of concrete 

with 5% and 10% cement replacement by RHA. SP is used to develop concrete 

with high early strength. It shows that the effect of SP can help to increase the 

compressive strength of the concrete. Thus, the increase in SP dosage parallel 

with the increment of RHA content contributed to the development strength in 

concrete. Hence the overall result of the compressive strength of concrete 

shows the different values from one another as the different dosages of SP are 

used as well RHA content. 

 

 
 

Figure 4: Compressive strength of concrete at 7, 14 and 28 days 

 

Figure 5 displays the flexural strength at the age of 7, 14 and 28 days 

for different mix proportions. Flexural strength at 7 days of curing due to 

pozzolanic and filler effects of 5%, 10% and 15% RHA concrete is less 

significant than the hydration effect of control concrete. However, at 28 days 

of curing 10%, 15% RHA gained additional flexural strength than control 
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concrete due to pozzolanic reaction. Meanwhile, the lowest flexural strength 

was for 5% RHA concrete with a value of 3.85 MPa less significant at later 

ages when compared to the hydration effect of control concrete 

When 10% RHA is used as a replacement for the OPC, the concrete 

gains a maximum strength of 4.90 MPa. In comparison to the standard concrete 

specimen, the value represents a 6% increase in strength.The 10% RHA has 

the highest strength because due to the higher specific area of the RHA which 

accelerated the pozzolanic reaction of reactive SiO2 in RHA with CaOH to 

produce more C-S-H gel. Decrease portlandite content of the matrix can lead 

to the improvement of the pore structure of the concrete matrix, which is due 

to the high pozzolanic and compatibility of RHA with cement. RHA made 

concrete pore structure finer, and hence, reduced the volume of large pores and 

also showed a reduction in the total porosity in the concrete. RHA also acts as 

filler causing the foamed concrete to become denser while retaining its unique 

low density. The gel produced then fills up all possible voids in the sample and 

it will increase the flexural strength of the sample. 
 

 
 

Figure 5: Flexural strength of concrete at 7, 14 and 28 days 

 

When the amount of RHA in concrete increases by more than 10% 

relative to its replacement with cement, the strength of the concrete decreases. 

This reveals that the RHA's behaviour has been altered due to the presence of 

excessive silica in the bonding and material. Based on the overall result of 

flexural strength test of the concrete, the result shows an increase. The concrete 

that contains higher percentage of RHA, increased gradually compared to the 

percentage of control concrete. However, all the result of flexural strength of 

the replacement concrete has a higher value compare to control sample. It 
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proven that RHA can be use to replace cement and help the concrete to improve 

the strength.  
Previous research [23] stated that the flexural strength of concrete 

specimens containing ordinary RHA is comparable to that of control mix 

specimens, while concrete containing RHA has much higher strength. Partial 

replacement with RHA improves flexural properties and durability by creating 

strong bonding that allows concrete to distribute loading during bending 

deflection. A study by [24] showed that optimal flexural strength can be 

achieved with 10% replacement of RHA. However, the same study also found 

that using 15% replacement of RHA resulted in a gradual decrease in flexural 

strength. 

The pozzolanic products produced by RHA help to improve the bonding 

between cement mortar and aggregate. As the percentage of RHA replacement 

increases, there is a gradual increase in the flexural strength of rice husk ash 

concrete up to nearly 10% replacement, after which it decreases. 

 

 

Conclusions 
 

The following are some of the significant conclusions that can be drawn from 

this study: 

• The results of a test to determine the material's compressive strength 

have been collected and appropriately tabulated. Research indicates that 

a concrete mixture containing 5% RHA adds the most to the average 

compressive stress, at 35.15 MPa. 

• The concrete's compressive strength exceeded that of mixes made 

without RHA. This implies that the RHA qualities do not assist in 

enhancing the blended cement concrete's compressive strength. 

• The compressive strength of concrete was significantly impacted by the 

RHA used. The compressive strength of concrete drops from 5% to 10% 

and 15% after RHA replacement. After 28 days, 5% RHA concrete 

reportedly has a 23% lower compressive strength than control concrete. 

• While compared to the strength of control concrete after 28 days, the 

flexural strength of 10% RHA concrete exhibited a 6% increase in its 

strength. 

• The percentage of RHA that should be added that yields the best result 

in this investigation is 5%. The findings of the compressive strength test 

show that on day 28, the RHA addition of 5% yields the highest 

strength. In contrast, adding 10% or 15% RHA is not recommended due 

to subpar results in terms of strength. Thus, it is more appropriate to 

incorporate 5% RHA into concrete mixes. 

• This study will benefit mostly the material researcher that agricultural 

waste can be used as replacement cement in concrete. The researcher 
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can get information on using RHA as replacement cement and 

superplasticizer in concrete mixing that can be used in their research. 

Researchers can know about agricultural waste, which is RHA has 

many advantages in the construction industry. Researchers can use this 

study as a baseline and reference to other researchers. 
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ABSTRACT 
 

The parabolic dish reflector solar collector is one of the significant and most 

efficient steam-producing solar concentrating systems in thermoelectric power 
plants and, furthermore, it's considered to be environmentally friendly 

(renewable energy). Iraq has vast land for installing solar collectors to 

generate steam and use for thermal power plants. However, no such 
application/power plant has yet been built. Therefore, the proposed study 

investigates opportunities for using PDR solar collectors, including all 

advantages and challenges. To implement and estimate the productivity and 
efficiency of the PDR in (Diyala City / Iraq), a PDR solar collector with a total 

area of 0.708 m2 (including the glass pieces used as a reflective surface) was 

designed and fabricated. These glass pieces have been utilized to increase the 
reflection of solar rays by 80% when compared to a traditional case/setup. 

Two different systems (open and closed) were considered to investigate the 

performance of thermal power. The results show that the absorption 
temperature was increased from 34.6 to 95 °C. On the other hand, the 

coefficient of heat loss by convection increases by about (795.5 W). In 

addition, it was pointed out that the coefficient of total heat loss over time was 
increased by about 25 to 41% (closed and open systems). Furthermore, the 

experimental findings clearly demonstrate the usefulness of PDR solar heaters 

in Iraq. Hence, its confidently believed that this research will be useful in the 
future for this type of thermal power plant. 

 

Keywords: Environmentally Friendly; Parabolic Dish Reflector 
 

Nomenclature 
Latin characters 

a parabola depth, m 
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h diameter of the opening of the parabola, m 
F focus point, m 

f focal distance, cm 

𝑟r mean radius, m 

𝑟 outer reactor shell radius, m 

dgo outer dish diameter, m 

a/2 radial displacement of focal point away from central axis, m 

Gap inner dish truncation diameter, m 
Ar solar reactor aperture area, m2 

𝐴𝑎 dish aperture area, m2 

 𝑄𝑠 incident radiant power, solar radiative power, W 

 𝑄𝑢 Q̇ reactor, solar radiative power incident at calorimeter aperture, W 

𝐼𝑏 solar constant, assumed to be constant =1353 W/m2 

dao inner diameter of the dish receiver, m 

 
Greek characters 

∅ tracking offset,  

∅r rim angle,  

𝑟r mean radius, m 

𝑟 outer reactor shell radius, m 

σ1 oversizing angle for secondary dish,  

σs oversizing angle for secondary dish,  
2σ angle between optical axis before and after reflection at secondary 

reflector  

 
 

Introduction 
 
The current estimated world consumption is 100 million barrels of oil per day, 

and recent studies indicated that this number may rise to reach about 123 

million barrels per day by 2025 [1]. Based on this immoderate global demand 
for energy, since the industrial revolution, the excessive consumption/burning 

of these fossil fuels (oil, gas, coal) can cause many disasters in terms of global 

warming and the greenhouse effect [2]. This might lead to an unbalance of the 
environment and the depletion of the world’s fossil fuel reserves.  

Hence, the utilization of solar power (renewable energy) can preserve 

the wealth of future generations to come within the framework of the concept 
– of sustainable development. This evolution must be achieved in a way that 

guarantees the needs related to the development and those of the environment 

of present and future generations [2]. Iraq can be considered one of the 
developing countries in terms of building renewable power plants and merging 

with the global trend that seeks to reduce the consumption of fossil fuels via 

wind and solar power by the end of 2024 [3]. It should be pointed out that solar 
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energy has priority in comparison with other sources to meet energy demands 
for human needs. In addition, it has an outstanding contribution to other energy 

activities due to its being environmentally friendly and it can be converted to 

other types of energy such as electrical, mechanical, and thermal energy. 
Recently, energy researchers witnessed the rapid expansion of applications in 

most world regions, including Arab countries, focusing on increasing and 

developing low efficiency. Figure 1 shows the extent of using renewable 
energy in the middle east, including Iraq. 
 

 
 

Figure 1: Middle East projects solar capacity (GW) [4] 

 
In terms of solar energy, Iraq can be considered one of the blessed 

countries because of the advantage of getting sunlight almost during the whole 

year. There are two basic options when dealing with solar energy [5]. The first 
one is photovoltaic, and the second is solar thermal energy systems. The 

efficiency of photovoltaic systems is between (10-20%), while the solar 

thermal system has a noticeably higher efficiency to reach about 30% [1]. The 
present study attempts to take advantage of the intensity of solar thermal 

radiation by collecting it to be applied to the storage system of heating fluids.  

Solar energy can be harvested and concentrated in thermal form using a solar 
collector. The collected thermal energy can be transferred using working fluid 

in thermal applications such as heating space and domestic water heating [4]. 

Concentrating solar power plant (CSP) technology has the advantages of low 
cost, efficacy, and acceptability. It can be used in small applications (producing 

a few kilowatts, for instance, parabolic saucer (DP) Stirling system). It can also 

be centralized (producing a few megawatts, for example, parabolic cylindrical 
(PTC), solar towers (CRS), and Linear Fresnel Reflector (LFR) [6]. The solar 

activities available for investment in Iraq depend on many factors such as: 

• The intensity of solar radiation: Iraq has the second level of solar 

radiation exposure (see Figure 2), the average daily solar radiation map 

in the world/Iraq, as shown in Figure 2. There are many potential areas 
for establishing large solar institutions on a large scale. In Iraq, the 
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annual average of solar energy per day ranges between (4.5-5.4 kW/m2) 
[5-7]. 

• Exposure to solar energy: the period of exposure in Iraq to solar energy 

is available for an extended period, as shown below. The familiarity 
with solar potential in Iraq is indispensable in developing solar power 

plant technology [8]. 

 

 
 

Figure 2: Areas of exposure to solar energy in the world [4] 

 
Several researchers have employed concentrated solar dishes in many 

various applications for the purpose of energy generation. Studies by Iraqi 

researchers in this field have varied. For example, Hafez et al. [9] have 
fabricated a parabolic dish capable of generating steam to run a Stirling engine 

system to produce 10 kW from a 990 W/m2 solar radiance. Al-Defiae have 

successfully desalinated the water through the operation of solar Stirling 
engine (heat rejection process) [10]. In a similar approach, Alahmer et al. [9]-

[10] have made an advantage of a CPC (compound parabolic collector) to 

operate a solar-adsorption refrigeration system. In terms of solar energy, a 
considerable number of studies have provided useful discussions concerning 

concentrated solar systems, such as [10]-[11]: 

• Solar dishes are combined with others to create hybrid systems.   

• Solar dishes (concentrators) were combined with the use of gasification 

and micro gas-turbines (during the processes) [12]-[13]. 
       This study is a complement to a series of studies conducted in Iraq, and it 

is the first of its kind in Diyala, which has suitable atmospheric factors for solar 

radiation up to 1700 kilowatts per square meter, making it a promising 
technology in power generation with an average efficiency of 40% and a 
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regional efficiency of up to 80% despite the model's small size [14]. As a result, 
this study encourages the investment in PDR technology in Iraq to fulfill the 

growing demand for electricity. As a result, exergy analysis was performed on 

a parabolic-dish solar collector with a modified cavity receiver in this study, 
taking into account the energetic component of incident solar radiation. For 

this purpose, it is essential to know the amount of solar energy that impacts the 

country’s terrestrial surface and its geographic advantages. The collector’s 
parabola geometry is one of the technologies that is used to generate electricity. 

It has a promising future in the field of renewable energy [13]. It works to 

balance the absorbed solar radiation and the energy transferred to the fluid to 
generate steam by designing a heat exchanger with good efficiency. It can also 

be used to heat water and for heating purposes, including underground heating 

[1], [15]. Hence, this research conducted an experimental and analytical 
studies to assess the solar dish's suitability in central Iraq [16]-[19].  

The present work has the advantages of building miniature rig 

(relatively small overall dimensions in comparison with others) along with its 
decent efficiency. In addition, it can be utilized for providing small residential 

buildings with hot water and minimizing the cost of electricity or gas bills. 

Furthermore, the unique design of the current solar concentrator (PDR) and 
using the closed system would decrease heat losses issues.       

   

 

Mathematical Model 
 

Solar concentrator (PDR) type concentrates solar radiation with high 
efficiency towards the heat exchanger. It receives radiation centered at the 

focal point of the dish complex. Such types of dishes may have different unique 

geometric designs. However, all revolve around the basic design shown in 
Figure 3. 

 

 
 

Figure 3: Parabolic-dish solar concentrator design [20] 
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 The concentration ratio might be utilized to define the concentrated 
energy of the light for a defined collector. Dividing the area of the aperture of 

collector (𝐴𝑎) by the surface area of receiver (Ar) is defined as geometric 

concentration ratio (𝐶𝑅𝑔) (directly calculated, see Equation 1 [19], [21]: 

 

𝐶𝑅𝑔 = 𝐴𝑎 /𝐴r                                                                                                                     (1) 

 
Equations 2 and 3 would be used to calculate (h) (the distance between the 

vertex and aperture) after both aperture diameter (d) and focal length (𝑓) being 

[10]-[11]: 

 

ℎ = a2/ 16𝑓                                                                                                                        (2) 

 
𝑓

𝑎
=

1

4tan (
ψrim

2
)
                                                                                          (3) 

 

In the same manner, the rim angle (𝜓𝑟𝑖𝑚) can be expressed as follows: 

 

𝑡𝑎𝑛 𝜓𝑟𝑖𝑚 = 1 /[(a/8ℎ) − (2ℎ/a)]                                                                (4) 

 

The exergy analysis of solar collectors is parametrically dependent on 

the thermal analysis, it should be noted. As a result, thermal analysis needs to 
be done first [22]. The ratio of the supplied (useful) to the incident energy, 

which can be computed using the equation below [22], may be used to define 

the thermal efficiency of the collector. 

𝜁𝑐 =
𝑄𝑢

𝑄𝑠
                                                                                                          (5) 

 

The dish concentrator has an aperture area 𝐴𝑎 equal to 0.708 m2 and 

receives solar radiation at the rate of about 1488.3 W from the sun by using 

split type Lux Meter. Multiplying the area of the aperture of collector (𝐴𝑎) by 

the (Ib) (incident solar radiation - per unit of concentration area gives (Qs: net 

transferred solar heat). This would be affected by the dish concentrator 
orientation, conditions of meteorological, geographical position on the earth, 

and finally the time during the day.  For the current analysis, two conditions 

were imposed, which are steady state system and constant incident solar 
radiation (Ib) (see Equation 6) [22]. 

 

𝑄𝑠 = 𝐼𝑏 𝐴𝑎                                                                                                                        (6) 

           

 The beneficial heat energy (received from the solar collector) would be 
completely absorbed by the heat transfer fluid (equalized) when a steady-state 
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conditions being imposed. This could be determined by the radiant solar 
energy (received by the receiver) after subtracting either indirect or direct heat 

lost by the receiver into the surrounding (as shown in Equation 7) [22]. 

 

𝑄𝑢 = 𝑄𝑟 − 𝑄𝐼                                                                                                                 (7) 

 
This beneficial heat gain can also be defined based on the temperature 

differences of the fluid (see Equation 8) [22]. 

𝑄𝑢 =  �̇� 𝐶𝑝(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)                                                                                      (8) 

Equation 9 represents the Hottel–Whillier equation for the actual heat gain 𝑄𝑢 

of a concentrating solar collector system [22]: 

𝑄𝑢 = 𝐹𝑅 𝐴𝑎 [𝑆 −
𝐴𝑟

𝐴𝑎
𝑈𝐿(𝑇𝑖𝑛 − 𝑇𝑎)]                                                                        (9)  

The solar radiation absorbed by the absorbing tube (s); it is calculated 
from the following relationship [22]: 

 

s = Ib(ρaταrγ)              (10)  

 

The heat removal factor (FR) is defined as follows [22]: 

𝐹𝑅 =
�̇�𝑐𝑝

𝐴𝑟𝑈𝐿
[1 − 𝑒

−(
𝐴𝑟𝑈𝐿 �̇�

�̇�𝐶𝑃
)
]                                                                                     (10) 

         Based on Equations 9 and 10, the actual heat gain might be given as 

follows [22]. 

𝑄𝑢 =
�̇�𝑐𝑝𝐴𝑎

𝐴𝑟𝑈𝐿
(𝑆 −

𝐴𝑟

𝐴𝑎
𝑈𝐿(𝑇𝑖𝑛 − 𝑇𝑎)) [1 − 𝑒

−(
𝐴𝑟𝑈𝐿 �̇�

�̇�𝐶𝑃
)
]                               (11)   

where S is the absorbed flux (Ib× optical efficiency ζo), and Ta represents the 
temperature of the ambient. The factor of heat removal relates to the 

temperature gradients within the receiver and permits for inlet fluid 

temperatures in the energy balance as shown in Equation 1. The temperature 
at the inlet is often identified which make it more convenient when dealing 

with the analyzing of a solar energy system [22]. 

𝐴𝑟 =
𝜋

4
𝑑2                                                                                                         (12) 
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The diameter of the cavity of the receiver (modified, for minimum heat loss) 
can be given as a function of its aperture [19], [22] (see Figure 4). 

 

𝐷 = √3𝑑                                                                                                                  (13) 

 

where 𝐷 = Aperture diameter, and 𝑑 = Cavity diameter. 

 

 

 

Figure 4: Schematic of cavity model-receiver 

 
          Equation 14 might be used to define the maximum angle about the 

aperture's diameter [23]:    

∅ = 2arctg (d/4f)                                                                                                           (14) 

The parabolic dish is the edge radius (rr) or maximum distance value 

existing between the focal point and the paraboloid extreme (see Equation 15): 

rr =
2f

(1+cos∅)
                                                                                                            (15) 

 The total heat transfer coefficient (UL) can be calculated from the 

following equation [24]:  
 

UL = hw + hrad,r−sky                                                                                  (16) 

         

hw is defined as the coefficient of heat transfer by convection due to wind, 

which can be found in Equation 17, while hrad,r−sky  is denoted by the 

coefficient of heat transfer by radiation from the absorbing tube to the outer 

periphery and is calculated by using Equation 18 [25]. 

 

hw = 5.7 + 3.8V                                                                                         (17) 

 

D = 8cm 

D = 14 cm 

L
r 

=
 1

8
cm
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hrad,r−sky =  εr. σ(Tr + Tsky)(Tr
2 + Tsky

2 )                                                  (18) 

 

So, the sky temperature (Tsky) and the (Tr) temperature of the intake tube 

is calculated by the following equations as follows [26]: 

 

Tsky = 0.055Ta
1.5                                                                                         (19)   

 

Tr = Tm,f +
ṁcpr(𝑇𝑖𝑛−𝑇𝑎)

hc,i .Ar,i
                                                                              (20) 

 

Specifically designed heat exchangers called solar energy collectors 
convert solar radiation energy into the internal energy of the transport medium. 

The solar collector is the most important part of any solar system. Incoming 

solar energy is absorbed by this device, which then transforms it into heat that 
should be delivered to a moving fluid (often air, water, or oil) through the 

collector. The solar energy must be transported from the circulating fluid to 

the space conditioning or hot water equipment to a thermal energy storage tank 
where it may be used later at night or on overcast days. Table 1 provides the 

intended dish's measurements. 

 
Table 1: Dimensions of the solar collector parabolic dish 

 

Symbols Value Description 

a 0.95 m Diameter of the opening of the 
parabola 

h 0.095 m Parabola depth 

Aa 0.708 m2 The effective area of the reflector 

f 0.76 m Focal distance 

𝜓𝑟𝑖𝑚 46° Rim angle 

f/d 0.56 Reflectivity of mirrors 

m. 0.001 - 0.0067 kg/s Mass flow rate 

∅ 34.7° Rim angle degree 

rr 0.834 m Mean radius 

Cp water 

& 15 °C 

4.187 kJ/kg K Specific heat at constant pressure. 

Ar 0.5024 m2 Receiver area 

Ib 1353 W/m2 Incident solar adiation 

Qs 1488.3 W Solar radiative power incident at 

solar dish aperture 
S 1082.4 W/m2 Direct normal beam irradiance. 

Qu 795.5 W Useful energy gain 

ζc 53.4% System efficiency 
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Experimental Setup and System Description 
   
Parabolic dish 
In the experimental setup, a parabolic/concave dish (made of aluminum and 
covered by pieces of glasses) was utilized. The method of a given focus and 

directrix has been employed in constructing the parabolic dish. The reflector 

plain mirror was cut into small rectangular pieces and fixed with adhesive with 
a reflectivity of 95%. The system was designed and built based on previous 

experiences and data (see Figure 5). 

 

 
(a) 

 

 
     (b)     (c) 

 

 
Figure 5: (a) Photographic view of the apparatus that located in the city of 

Diyala/Iraq, (b) schematic for the closed, and (c) open systems 
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Concentrator 
The concentrator consisted of the following parts:  

• Metal Structure: In order to reduce the cost of the fabrication and setup 

of the rig, an aluminum dish was utilized. It was designed with (1.20 m 
× 0.95 m). The oval/parabolic dish was mounted on a stand using bolts 

and nuts, while its free to move in both horizontal and vertical directions 

(see Figure 6). It should be pointed out that it was difficult to find a 
simple method for predicting the surrounding conditions. Most of the 

studies focus on the convection and radiation losses approximated by a 

simple equation at low operating temperatures. However, the 
convection losses are also relatively low to high temperatures. In 

addition, it was noted that the magnitude and the direction of the wind 

can significantly affect the number of heat losses. This heat loss 
becomes higher if the wind is parallel to the plane of the aperture and 

lower when facing it. 

• Cylindrical Receiver: The cylindrical receiver was chosen for the 
current investigation because it has a small area towards the aperture 

window, which reduces reflection losses. Consequently, the design of 

this sort of receiver increases the likelihood that the internally reflected 
photons will be absorbed. Copper coil windings in an aluminum conical 

chamber make up the receiver. The components of the equipment were 

produced locally to reduce costs. The cylindrical chamber had an 
opening diameter of 170 mm and a depth of 180 mm. The coil had a 5 

m length and produced ten smaller diameter windings. The tube's 
diameter was 12.5 mm. The constructed construction of the cylindrical 

receiver is shown in Figure 3. In the next part, the receiver's design will 

be discussed. The cylindrical receiver's aperture diameter was selected 
based on the focal diameter of the dish. Two thermocouples (Type-K) 

were used for measuring the inlet and the outlet temperatures of the heat 

transfer fluid (HTF) [27]. 
 

 
 

Figure 6: The structure of the solar system 
 



Samir Gh Yahya, Ahmed Shihab Al-Samari and Itimad D J Azzawi* 

 

116 

 

 

• Connecting tubes: Two rubber tubes (for the inlet and outlet, as water 
begins to flow from the tank to the boiler) were used to handle the 

relatively internal high pressure as water turning into steam due to 

heating.  

• Storage Tank: A 10-liter gas bottle was used for storage. It was modified 

to suit the work by adding two holes with fittings, one at the bottom for 

the liquid to exit and the other at the top where the liquid returns from 
the boiler in the form of steam and then adding a flow control valve for 

this process to control the water level outside the flow rate. 

All the used thermocouples, gauges and flow meters are calibrated and the 
uncertainty of each was about ± 2, 5 and 7 %, respectively. 

 

 
 

Figure 7: The used storage tank for the solar system 
 

 

Results and Discussions  
 

After fabricating all the necessary parts, the rig was assembled, and the center 

dish was directed towards the sunlight. The storage tank was filled with tap 
water and connected to the cylindrical receiver via the rubber pipes. 

Meanwhile, the solar radiation focused onto the boiler for about 10 minutes 

and the temperature was raised to reach almost 210 °C (with no water). The 
next step was to allow the water to flow between the receiver and storage tank. 

Both the inlet and outlet temperatures of the water were repeatedly recorded to 

calculate the heat transfer from the receiver to the hot tank. In the case of the 
open system of the current investigation, the amount of mass flow rate changes 

form 0.001 kg/sec (lowest value) up to 0.0067 kg/sec, whereas it was fixed to 

0.0067 kg/sec during the experiments of the closed system.  
To accurately analyze the system's overall performance, each 

experiment was repeated five times a day during four days. In general, the data 

indicated that the incident solar radiation increases with time and reaches its 
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maximum at mid-afternoon and then decreases until sunset. This would be due 
to a change in the optical path of radiation through the atmosphere during the 

day which leading to a change in the amount of incoming solar radiation 

(mainly through the absorption and diffusion process). Consequently, the 
change in the intensity of solar radiation over-time causes a change in the 

temperature values, as shown in Tables  2 and 3. 

 
Table 2: Experimental results for the PDC using the closed system  

 

Time (hr.) 
TW 

°C 

Tin 

°C 

Tout 

°C 

S.R 

(Lux) 

S.R 

(w/m2) 

Useful 

energy 
(w) 

08:00 32 17 35 121000 139.101 585 

09:00 33.2 32 43 125000 143.7 640 

10:00 35.1 39 51 130000 149.448 700 

11:00 39.9 45 73 136000 156.345 750 

12:00 44.1 66 85 141000 162.093 815 

13:00 44.8 78.3 89.1 143000 164.392 980 

14:00 45.4 82 91.2 141000 162.093 800 

15:00 45.8 85 91.7 135000 155.196 675 

16:00 46.1 86.2 92.5 132000 151.747 520 

 

Table 3: Experimental results for the PDC using open system  

 

Time (hr.) 
TW 
°C 

Tin 
°C 

Tout 
°C 

S.R 
(Lux) 

S.R 
(W/m2) 

Useful energy 
(W) 

08:00 42 21 35 139000 159.794 490 

09:00 42 24 39 139000 159.794 585 

10:00 42.5 29 45 139000 159.794 610 

11:00 43 32 51 139000 159.794 710 

12:00 43 35 56 140000 160.944 755 

13:00 43.5 36 64 140000 160.944 725 

14:00 44 37.5 71 141000 162.093 620 

15:00 45 40.5 77.5 143000 164.392 430 

16:00 47 44 82 145000 166.692 380 

          

The solar concentrated parabolic dish collector was designed for heating 

water in a storage tank for basic household needs. The equipment was tested 
on sunny days to see if it could provide the necessary heat. During two single 

days (in the middle of June and July 2021), the relationship between solar 

radiation and time in the city of Diyala/Iraq was established (see Figure 8). 
Iraq is considered as one of the most appropriate regions for solar applications 
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(at the middle of the solar radiation zone) due to its geographical location. 
Figure 8 depicts the distribution of solar radiation in Diyala/Iraq based on the 

local time. It can be observed that the solar radiation increases from dawn until 

mid-afternoon in both June and July and then begins to drop until sunset. 
 

 
 

Figure 8: The relation between solar radiation and time in the city of 
Diyala/Iraq 

 

Figure 9 shows the increase of the temperature during the time for the 
inlet and outlet temperatures of the water. It also shows the temperature of 

ambient and solar radiation during the day-time. The present results were 

recorded for a closed cycle between the storage tank and the boiler. It can be 
seen that both the inlet/outlet temperatures were increased with time until the 

sunset. Furthermore, it was noted that the outlet temperature was starting to be 

substantially higher than the input temperature between 10:00 and 01:00 PM, 
which might be attributable to an increase in solar radiation at this time of day. 

After that the difference between the two temperatures (Tin and Tout) becomes 

almost stable (maintaining same difference).   
Figure 10 shows the increase of the temperature during the time for the 

inlet and outlet temperatures of the water and the temperature of ambient and 

solar radiation. These results were recorded for the open system. It can be 
noticed that the outlet temperature of the water is significantly higher when 

compared to the inlet temperature due to the effect of the open cycle. 

Figure 11 represents the amount of energy generated as increases with 
increasing temperature and the amount of solar radiation falling on a unit area. 

In addition, it increases by increasing the amount of mass flow of the fluid to 

a certain extent and decreasing the concentration ratio to a certain extent. 
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Based on the current results, it can be pointed out that the percentage of 
improvement depends on the theoretical efficiency, which in turn depends on 

the percentage of concentration. The higher the concentration ratio, the higher 

the efficiency. However, practically, the efficiency was inversely proportional 
to the concentration ratio. This is due to the increase of the diameter of the 

supporting tube (lower concentration ratio) which led to the greater time of 

heat exchange between the absorbent tube and the fluid. 
 

 
 

Figure 9: Relation between temperatures, solar radiation, and time (closed 
system) 

         

 
 

Figure 10: Relation between temperatures, solar radiation and time (open 

system) 
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Figure 11: The amount of change in the energy produced by the solar 

collector with time, for open and closed systems 

 
 

Conclusions 
 
In this work, the heat losses coefficient with time has been studied for the 

parabolic-dish solar collector. It was concluded that the stored heat increases 

as solar radiation increases. The results were mainly obtained from two types 
of systems (open and closed). The closed system results showed that the 

maximum temperatures of the inlet and outlet water were 74.2 °C and 90 °C, 

respectively (differences of 16 °C). On the other hand, the open system showed 
a temperature difference of 38 °C (Tin = 44 °C and Tout = 82 °C, for the same 

time, i.e., at midnight). This is because the closed system uses circulating hot 

water and has a limited surface area (1 m2), whereas the open system has 
reverse effect owing to water flow speed. This would explain the difference 

between temperatures in the (open and closed) systems. It was found that the 

coefficient of total heat loss over time was increased by about 25 to 41% 
(closed and open systems). This is due to the increase in the amount of water 

(increase in the Reynolds number) flowing through the collector for the open 

system, which helps to extract more heat from the solar collector.  Based on 
the present shown results and efficiency, it can be said that the current design 

of the apparatus is decent enough for use in our daily lives. The current 

experiment provides good insight into the relationship between solar energy 
and its harnessing to generate thermal energy and the conclusion is as follows: 

• It can help reduce the consumption of electrical energy, especially in 

the current situation in Iraq. 

• The used energy for operating the systems is widely available (free). 

• Low cost of the construction of the system with a very long lifespan. 
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• Maintenance-free (except for the cleaning process from dust from time 
to time).     

For future work, it would be recommended to do the following steps. Firstly, 

the parabolic-dish concentrated-collector can be modified concerning focal 
length and dish diameter. Secondly, an automatic tracking system can be 

integrated for tracking the sun's direction. In addition, material opportunities 

were also considered while designing the dish with reflectivity and thermal 
conductivity. Thus, the parabolic dish solar collector system may be 

implemented in the future for air conditioning systems and other industrial 

heating applications. 
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ABSTRACT 

 

Concrete needs to be reinforced to improve its engineering qualities. Coconut 

fibres were employed for this study since they are widely accessible and come 

in big numbers. The study compares the qualities of plain concrete and 

concrete reinforced with coconut fibre based on a laboratory experiment. 

Better management of these waste fibres will result from using coconut fibres. 

Two types of coconut fibre treatment were employed – treatment with tap water 

and treatment with sodium hypochlorite. It is found in this study that adding 

1% of coconut fibre does not increase the concrete strength after 7 and 14 days 

of curing. However, it was discovered that using 1% coconut fibres treated 

using tap water increased the compressive and flexural strength of the 

concrete after 28 days of curing by roughly 4% and 3%, respectively. 

Compressive and flexural strength development agrees very well with each 

other. Hence, it is concluded that 1% was the ideal fibre concentration (by 

weight of cement) to obtain a better 28th day of compressive and flexural 

strength, although not for 7 and 14 days. However, concrete with the highest 

strengths demonstrated a very low slump value, only 20 mm. A smaller or 

bigger slump value showed smaller concrete strengths.  

 

Keywords: Concrete; Coconut Fibre; Treatment; Compressive Strength 
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Introduction 
 

Concrete is an essential material in the construction industry. The performance 

of concrete is evaluated on mechanical properties, which include compressive 

strength, tensile strength, and flexural strength. However, the use of cement in 

the current concrete has produced many environmental issues. Sustainable 

development can be attained by using coconut fibre reinforced concrete 

(CFRC) in the construction industry by declining CO2 emissions and saving 

natural sources [1]. Therefore, much research has been carried out to replace 

cement with other materials. One of the most potential materials to replace 

cement is coir fibre. 

Coconut fibre, also known as coir fibre, is a natural fibre that falls under 

fruit and comes from plants. Raja et al. [2] mentioned that CFRC is 

advantageous for commercial applications since it is lighter in weight, has a 

lower density, costs less money, and has less solidity than regular concrete. 

According to Ali et al. [3], coconut fibres have the highest toughness among 

natural fibres. The inclusion of coconut fibres effectively increased the 

splitting tensile strength and compressive strength of CFRC exposed to room 

temperature regimes for 7 and 28 days [4]. Findings in these studies [3]-[4] 

show that coconut fibre can be used as reinforcement in low-cost concrete 

structures. 

Besides fibre length and content, the properties of CFRC can increase 

or decrease depending on fibre treatment [1]. For example, moisture in the 

coconut fibre contributes to the concrete's water volume if the fibre is not dried 

before mixing. In addition, the coconut fibre's density may affect the concrete's 

density. Therefore, the type of treatment used for the coconut fibre plays a vital 

role in determining the strength of the CFRC. According to Bhowmick et al. 

[5], the main drawback of natural fibres' use in composites lies in their 

hydrophilic nature, which can be improved by surface modification or matrix 

adjustments. Furthermore, selecting the correct content of coconut fibre in the 

mix design is very important because too much coconut fibre may decrease 

concrete performance [1]-[5]. 

Hence all properties such as mechanical, physical, method of fibre 

treatment and mix design must be considered in the study of the CFRC. 

Therefore, this study investigates the effect of treated coconut fibres on 

concrete density, compressive strength, and flexural strength. Thus, laboratory 

experiments were conducted to obtain the following: 

1. The density of regular concrete and CFRC 

2. The workability of regular concrete and CFRC  

3. The compressive strength of regular concrete and CFRC 

4. The flexural strength of regular concrete and CFRC 
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Treatment of Coir Fibres 
 

A cementitious microstructure of high-performance concrete may give higher 

mechanical qualities with coir by improving its roughness through alkali 

treatment of the coir and protecting it with latex and pozzolana [6]. Brígida [7] 

reported three types of chemical treatment for coconut fibre; treatment with 

H2O2, treatment with NaOCl, and treatment with NaOCl and NaOH. However, 

green coconut fibres were washed with distilled water before being treated and 

dried at 60 ºC for 24 hours. For treatment with H2O2, 2 g of coconut fibres were 

submitted to oxidation using 40 mL of a H2O2 solution in basic medium (0.05 

g NaOH and 18 mL of H2O2 30%, v/v, for 100 mL of solution) at 85 ºC for 2 

hours. Meanwhile, for treatment with NaOCl, 5 g of fibres were soaked in 100 

mL of 0.4% NaOCl (v/v, in glacial acetic acid) for about 2 hours at 85 ºC. For 

treatment with NaOCl and NaOH, 5 g of fibres were soaked in 100 mL of 

NaOCl 4–6% (v/v): H2O (1:1) for 2 hours at 30 ºC. Finally, the fibres were 

washed with water and soaked in 100 mL of 10% NaOH for one hour at 30 ºC 

to complete the treatment. After being treated, fibres were thoroughly rinsed 

with distilled water and dried under a vacuum for two hours.   

Natrium Hydroxide (NaOH) was also used by Naveen [8]. This paper 

described how the coir fibres were processed before using them as replacement 

material. First, the coir fibres were immersed in a 5% Natrium Hydroxide 

(NaOH) solution for 24 hours to remove the unwanted layer of coconut coir 

fibres. The fibres were then washed abundantly with water to remove the 

NaOH before drying them in a furnace at 70 ºC to 80 ºC for 24 hours. 

Afterwards, the coir fibres were soaked in 5% silane and 95% methanol 

solution for 4 hours and dried at 70 ºC for 24 hours. After the drying process 

finished, the coconut fibres were inserted into the cutting machine to cut into 

smaller pieces which lengths of less than 10 mm and this form is called 

whickers. 

Other than concrete, coconut fibre was also tested as ropes. In this study 

[9], coconut fibre ropes were soaked in tap water for four hours to remove coir 

dust and dried in the open air afterwards. Ali and Chouw [9] conducted two 

types of treatment on the soaked ropes: treatment with boiling water and 

washing and treatment with chemicals. The soaked ropes were put in boiling 

water for two hours for treatment with boiling water. They were then washed 

with tap water until the colour of the water became clear. The ropes were 

finally dried in the same manner as soaked ropes. For chemical treatment, the 

soaked ropes were dipped in 0.25% Sodium Alginate (NaC6H7O6) solution 

prepared with distilled water for 30 minutes. Next, these ropes were removed 

from the solution and soaked in 1% calcium chloride (CaCl2) solution for 90 

minutes. The ropes were finally dried. 
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Design Mix and Properties of CFRC 
 

Ali [10] presents several researchers' results on the physical and mechanical 

properties of coconut fibres. Concerning this paper, the density of coconut 

fibre differs from 145 to 1370 kg/m3, while tensile strength varies from 15 to 

500 MPa. The highest tensile strength presented in this paper comes from 

coconut fibre, with a density of 1150 kg/m3. The percentage of moisture 

present on a weight basis at the standard atmospheric condition for this coconut 

fibre is 11.4%. Ali [10] also reviewed the effect of fibre content, the impact of 

fibre pre-treatment and the development of fibre volume-fraction on the 

mechanical properties of mortar or concrete. 

On the effect of fibre content, Ali [10] cited Slate [11] which used two 

types of design mix using cement sand ratio by weight. The first design mix 

was 1:2.75 with a water cement ratio of 0.54 and the second design mix was 

1:4 with a water-cement ratio of 0.82. The fibre content was 0.08, 0.16 and 

0.32% by total cement, sand, and water weight. Ali [10] found that the 

strengths of fibre-reinforced mortar increased for all designs with fibre 

contents. However, a drop in mortar strength was also noted when the fibre 

percentage rose. 

On the effect of fibre pre-treatment, Ali [10] cited Li et al. [12], which 

studied untreated and alkalized coconut fibres with two different lengths, 20 

and 40 mm, in cementitious composites as reinforcement materials. This study 

used a design mix with cement: sand: water: superplasticizer ratio of 1: 3: 0.43: 

0.01 by weight. The mortar with treated fibre has better flexural strength, 

higher energy absorbing ability and ductility and is lighter than the 

conventional mortar. In addition, a low amount of chemical agent and coconut 

fibres added to the cementitious matrix produced positive results. 

On the effect of fibre volume, Ali [10] cited Baruah and Talukdar [13], 

which utilized a mixed design of cement: sand: aggregates as 1:1.67: 3.64 with 

a water cement ratio of 0.535 for ordinary concrete. Cement weighed 350 kg, 

fine aggregates weighed 568.40 kg, coarse aggregates weighed 1239.40 kg, 

and water weighed 182 kg per cubic meter of concrete mix. The maximum size 

of aggregates is 20 mm. For CFRC, Baruah and Talukdar [13] added 4 cm long 

by 0.4 mm wide coir fibres with volume fractions of 0.5, 1, 1.5, and 2%. They 

[13] found that the highest increment in all types of tested strength was 

obtained from a mixed design with 2% fibres. The compressive strength, 

splitting tensile strength, modulus of rupture and shear strength were increased 

up to 13.7, 22.9, 28.0 and 32.7%, respectively, compared to plain concrete. 

The strength of CFRC with other volume fractions also increased but in a 

smaller percentage. Meanwhile, Ali et al. [6] concluded in their review that 

most studies suggested that maximum gain in compressive strength of normal 

strength concrete is achieved at 0.5-1.5% incorporation of coir by the weight 

of cement. 
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 Nadgouda [14] from Mumbai used local coconut fibre in his study of 

CFRC. The study used 3%, 5%, and 7% (by the weight of cement) of coconut 

fibre in the concrete mix. The nominal mix design was 1:1.5:3. Nadgouda [14] 

used cubes for compressive strength, beams for flexural strength and cylinders 

for tensile strength tests. Tests were conducted on 3, 7 and 28 days. Nadgouda 

[14] found that an increase in the fibre content decreases all the strength 

(compressive, flexural, and tensile) on the 28th day. Interestingly, the strength 

of the concrete specimen on day 7 dropped to a smaller value than that of the 

concrete specimen on day 3. This condition is valid for all the strengths for 

CFRC containing 7% fibre. 

 Raja et al. [2] present the properties of coir fibre as follows. The 

density, tensile strength, Young's modulus and failure strain of coir fibre is 1.2 

g/cm², 150-180 MPa, 4-6 GPa and 20-40%, respectively. According to them, 

factors affecting the mechanical performance of natural fibre composite 

include fibre selection, matrix selection, interface strength, fibre dispersion, 

fibre orientation, manufacturing method, and porosity. Furthermore, chemical 

treatment can further improve the physical and mechanical properties of coir 

fibre. Meanwhile, surface modification of coir fibre can reduce moisture 

adsorption. Hence, it is essential to consider all these factors before using coir 

fibre as a replacement material. 

Bamigboye et al. [15] investigated cement replacement with coconut 

fibre. The replacement percentages were 0.25, 0.5, 0.75 and 1% by weight of 

cement in a design mix of 1:3:4. Types of fibre treatment were untreated, 

soaked in water, and soaked in 1% NaOH. The fibres were washed in water 

three times and oven dried at 110 ºC. Concrete cubes were moulded and cured 

for 7, 14, 24 and 28 days. These concrete cubes were subjected to 250 ºC and 

150 ºC for two hours. The compressive strength of the concrete increased when 

using 0.25 and 0.5% of cement replacement but reduced for more than 0.5% 

replacement. Concrete with 0.5% cement replacement and treated with water 

exhibited the highest 28th days compressive strength, 28.71 N/mm2, 3.88% 

more significant than the control specimens. Hence, Bamigboye et al. [15] 

concluded that coconut fibres are an excellent material for improving the 

strength of concrete, even after it was exposed to a certain degree of elevated 

temperature. However, research by Avubothu [4] found that compressive 

strength and split tensile strength of CFRC only increased very little when 

subjected to 200 ºC. 

Syed [16] conducted a study to obtain a good compressive strength of 

CFRC,  in which he concluded that the ideal water-cement ratio is 0.40 while 

the optimal fibre content ratio is 0.6% and 1.2%. In the same year, 

Hettiarachchi [17] used a mix design ratio by unit weight per metre cube 

(kg/m3) of 1:0.55:1.72:3.2 for cement:water:sand:gravel, respectively to study 

CFRC. The coir fraction was 0.5, 1.0, 1.5 and 2.5%. The fibres used were 

washed with potable water three times to remove impurities, naturally dried 

for 24 hours, and immersed in a 5% NaOH solution for 30 minutes. After 
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immersing the fibres in alkaline solutions, they were washed with water 

several times to allow the absorbed alkali to leach from the fibres and dried 

again naturally for over 24 hours before mixing with concrete. This study used 

two types of fibre coatings: epoxy paint and varnish coating. 

Hettiarachchi and Thamarajah [17] found that an increase in coir fibre 

content reduced the workability of the coir-concrete mix. CFRC specimens 

with alkali-treated coir fibres and fibres coated with epoxy and varnish 

exhibited an apparent increase in workability. Epoxy and varnish indicated 

slightly higher workability compared to sodium hydroxide. The fibre content 

of around 1% (by cement mass) in CFRC gave the best compressive strength, 

flexural strength and split tensile strength. At a fibre content of 1%, the 

compressive strength and flexural strength increased by 5.59% and 12.96%, 

respectively. For split tensile strength, the results vary from 2.99 to 3.25 MPa.  

The previous studies show two tests essential for normal concrete 

strength: compressive and flexural strength tests. Also, two kinds of fibre 

treatment were selected, treatment with tap water and treatment with NaOCl.  

One percent of fibre [17] was chosen as additional material to the original 

concrete mix. 

 

 

Materials and Methodology 
 

This study used two treatments: treatment using tap water and treatment using 

NaOCL solution. First, the coconut fibres were oven-dried for two hours at 30 
ºC. Then, the dried fibres were soaked in tap water for 30 minutes and washed. 

These steps were repeated three times to remove dust in the coconut fibres that 

may cause degradation. Once completed, these soaked coconut fibres were 

sun-dried to remove any moisture and cut into 50 mm [18] in length. These 

coconut fibres are tap water-treated coconut fibre (TWF).  

For bleach treatment, a solution consisting of 4 litres of bleach (4-6% 

of NaOCl) and 4 litres of tap water was used. TWF was immersed in the 

sodium hypochlorite solution for 24 hours at room temperature. After being 

immersed, the TWF was exposed to the sun again for drying. These coconut 

fibres are known as NaOCL-treated coconut fibres (NaF). Figure 1 shows the 

coconut fibre in several conditions. Figure 1a shows the coconut fibre's 

condition before being treated, while Figure 1b shows the condition of the 

coconut fibre after being treated with tap water. Figure 1c illustrates the 

coconut fibres being soaked in NaOCL, and Figure 1d portrays the coconut 

fibres after being treated with tap water.  

All concrete batches were designed as plain concrete (without fibre) 

with a 28th day compressive strength of 30 MPa. The concrete mix design 

followed Othman [19] with the mix design ratio by unit weight per meter cube 

(kg/m3) of 1:0.53:1.74:2.13 for cement: water: sand: gravel, respectively. The 

maximum size of aggregate used is 10 mm. The concrete was mixed in a 



Concrete with coconut fibre treated with NaOCl 

 

131 

concrete mixing machine. All the materials were carefully added to the drum 

while mixing. Mixing was stopped once all the materials had been thoroughly 

mixed. The number of specimens for each concrete batch is shown in Table 1. 

The cube size is 100 x100 x 100 mm, while the prism size is 100 x 100 x 500 

mm. Due to a lack of power and material, only one prism was moulded for 

each flexural strength test. Before pouring the concrete into the cube mould, 

the density and the workability of the concrete were tested. Figure 2 shows the 

slump test being conducted, while Figure 3 shows the container used to 

measure density. 

 

 

Figure 1: (a) Coconut fibre before treatment, (b) coconut fibre after 

being treated with tap water, (c) coconut fibre being soaked in NaOCL, and 

(d) coconut fibre after being treated with NaOCL 

 

  
(a)  (b)  

 

  
(c)  (d) 

Coconut 

fibre 

 

Coconut 
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Table 1: Number of specimens for each concrete batch 

 

   
Compressive strength  

Flexural 

strength 

 Coconut 

fibre (%) 

Sample 

names 

7 

days 

14 

days 

28 

days 

28 days 

Plain 

concrete 

0.0 PC 3 3 3 1 

Concrete 

with TWF 

1.0 1.0TWF 3 3 3 1 

Concrete 

with NaF 

1.0 1.0NaF 3 3 3 1 

 

  
 

Figure 2: Slump test being 

conducted  

 

Figure 3: Container for density 

measurement 

 

 

Results and Discussion 
 

Table 2 shows that plain concrete exhibits the most considerable density. 

Meanwhile, adding concrete with 1% fibre treated with either tap water or 

sodium hypochlorite solution reduced the density of the concrete by 3.58 and 

4.67%, respectively. Similar findings were obtained by Hwang et al. [20] and 

Ahmad et al. [21]. This reduction in density can be attributed to the relatively 

low density of the coconut fibres, which is from 145 to 1200 kg/m3 [10]. 

 

 

 

Container 

Fresh 

Concrete 
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Table 2: Density of the concrete  

 

Concrete PC 1.0TWF 1.0NaF 

Density (kg/m3) 2494.04 2404.67 2378.87 

Increase (%) 0.00 -3.58 -4.67 

 

Table 3 shows the slump test result of the fresh concrete. The plain 

concrete shows a slump value of 37 mm, considered low workability [15]. 

Adding 1% coconut fibre even reduced the workability of the fresh concrete. 

Similar findings were observed by Hettiarachchi and Thamarajah [17], 

Bamigboye et al. [15], and Hwang et al. [20]. Adding 1% of non-treated coir 

fibre reduced the slump from 114 mm to 82 mm but increased to 88 mm for 

coir fibre treated with sodium hydroxide [17]. The finding from the current 

study is also supported by Ali [6], which concluded that coir as a fibre 

reinforcement is harmful to the workability of normal strength concretes. The 

increase in fibre content beyond 0.5% decreased the workability [15] due to 

the hydrophilic character of coir, where moisture absorption is very high, 

leading to poor interfacial adhesion with the hydrophobic cement matrix [17]. 

Water absorption of specimens made with 1% volume fractions of coconut 

fibre was 7.1% [20]. Hence, Ali [6] recommended the application of 

superplasticizers in coir-reinforced mixes to avoid workability issues. The 

optimum range suggested is 1.0% by weight of cement. Coconut fibre treated 

with sodium hypochlorite solution has the lowest slump value. 

 

Table 3: Workability of the concrete 

 

Concrete PC 1.0TWF 1.0NaF 

Slump (mm) 37 20 11 

Increase (%) 0.00 -45.95 -70.27 

 

The compressive strength result is displayed in Table 4. After seven 

days of curing, plain concrete has the highest compressive strength (34.19 

MPa) compared to concrete added with 1% concrete fibre and the same after 

14 days of curing. However, concrete fibre with water-treated coconut fibre 

shows the highest 28th-day compressive strength with 44.30 MPa, followed by 

plain concrete with 42.55 MPa. The lowest 35.59 MPa is demonstrated by 

concrete with coconut fibre treated with sodium hypochlorite. These results 

indicate that adding 1% of coconut fibre treated with sodium hypochlorite 

solution without any superplasticizer decrease the compressive strength of the 

concrete. Concrete with coconut fibre treated with tap water also reduced the 

compressive strength at 7 and 14 days. This finding agrees very well with 

Hwang [20]. However, the strength of CFRC using coir treated with tap water 

increased when tested at the age of 28 days. This increase shows a good sign 

of significant improvement from 14 to 28 days. Although Ali [6] suggested 
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that coir fibre is helpful for normal-strength concrete, this study indicates that 

this suggestion is valid for concrete mixed with coir treated with tap water at 

28 days. 

 

Table 4: Average compressive strength (CS) of the concrete 

 

Type of 

concrete 
PC 1.0TWF 1.0NaF 

Concrete 

age (day) 
CS (MPa) CS (MPa) 

Increase 

(%) 
CS (MPa) 

Increase 

(%) 

7 34.19 32.70 -4.36 28.67 -16.14 

14 39.19 38.25 -2.40 32.13 -18.01 

28 42.55 44.30 4.11 35.59 -16.36 

 

Flexural strength tests were conducted after 28 days of curing. Results 

are shown in Table 5. Concrete with 1% coconut fibre treated with tap water 

showed higher strength than the other two. This result is parallel with the 

results obtained from the compressive strength test.  

 

Table 5: Flexural strength (FS) on 28th days 

 

Type of 

concrete 
PC 1.0TWF 1.0NaF 

Concrete 

age (day) 
FS (MPa) FS (MPa) 

Increase 

(%) 
FS (MPa) 

Increase 

(%) 

28 24.77 26.73 3.19 22 -17.70 

 

According to Ahmad et al. [21], the most crucial factor for better 

concrete performance is the coconut fibre dosage, as a higher dose causes more 

voids in hardened concrete due to a lack of workability, which lowers the 

concrete's mechanical and durability performance. Ahmad et al. [21] further 

explained that different concrete doses are appropriate depending on the fibre 

length, diameter, and aspect ratio. Therefore, Figure 4 illustrates the 

relationship of slump value on the compressive strength and flexural strength 

of the CFRC at 28 days. It is observed from the graph that the development of 

compressive strength agrees very well with the progress of flexural strength. 

This finding demonstrates that the highest compressive and flexural strength 

on the 28th day is obtained from CFRC with a slump value of 20 mm, which 

comes from concrete added with coir fibre treated with tap water. 
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Figure 4: Concrete strength on 28th day versus slump value 

 

 

Conclusion 
 

The study discovered that adding coconut fibre treated with tap water into the 

concrete mix increased the compressive and flexural strength of the concrete 

after 28 days of curing. This strength increase shows that coconut fibres treated 

with water gave higher concrete strength due to reduced hydrophobic surface 

impurities such as hemicellulose, pectin and waxes, which makes the fibre 

more hydrophilic [22], hence increasing the bond between the fibre and cement 

matrix [23]. However, when coconut fibre treated with sodium hypochlorite 

was added to concrete, it resulted in lower compressive strength than tap water 

treated fibre and plain concrete. This is because, treatment with sodium 

hypochlorite removes the hemicelluloses and surface lignin of the coconut 

fibre. Removal of hemicellulose increases moisture adsorption, and lignin 

removal increases the water retention ability. Hence the concrete becomes 

weaker. In addition, water penetrating the fibre breaks the bond between the 

fibre and cement matrix, resulting in more void and increased water 

permeability [24]. 

 

 

Contributions of Authors 
 

The authors confirm the equal contribution in each part of this work. All 

authors reviewed and approved the final version of this work. 

 

 

 



Norisham and Hafizhin 

136 

Funding 
 

This work received no specific grant from any funding agency. 

 

 

Conflict of Interests 
 

All authors declare that they have no conflicts of interest 

 

 

Acknowledgment 
 

The authors would like to thank all the laboratory staff in the concrete 

laboratory in the School of Civil Engineering, College of Engineering, 

Universiti Teknologi MARA, Shah Alam, for their expertise and assistance 

throughout all aspects of the laboratory work. 

 

 

References 
 

[1] M. Gu, W. Ahmad, T.M. Alaboud, A. Zia, U. Akmal, Y.A. Awad, and H. 

Alabduljabbar, “Scientometric analysis and research mapping knowledge 

of coconut fibers in concrete”, Journal of Materials, vol. 15, no. 5639, pp. 

1-19, 2022. https://doi.org/10.3390/ma15165639 

[2] T. Raja, P.Anand, M.Karthik and M. Sundaraj, “Evaluation of mechanical 

properties of natural fibre reinforced composites: A review”, International 

Journal of Mechanical Engineering and Technology, vol. 8, no.7, pp.915-

924, 2017. https://www.researchgate.net/publication/319041556 

[3] M. Ali, A.Liu, H. Sou and N. Chouw, “Mechanical and dynamic 

properties of coconut fibre reinforced concrete”. Construction and 

Building Materials, vol. 30, pp. 814-825, 2012. 

https://doi.org/10.1016/j.conbuildmat.2011.12.068 

[4] M. Avubothu, S. Ponaganti, R. Sunkari, M. Ganta, “Effect of high 

temperature on coconut fiber reinforced concrete”, Proceedings of 

Materials Today, vol. 52, Part 3, pp. 1197-1200, 2022.  

https://doi.org/10.1016/j.matpr.2021.11.036 

[5] M. Bhowmick, S. Mukhopadhyay and R. Alagirusamy, “Mechanical 

properties of natural fibre-reinforced composites”, Textile Progress, vol. 

44, no. 2, pp. 85-140, 2012.      

https://doi.org/10.1080/00405167.2012.676800 

[6] B. Ali, A. Hawreen, N. B. Kahla, M. T. Amir, M. Azab, A. Raza, “A 

critical review on the utilization of coir (coconut fiber) in cementitious 



Concrete with coconut fibre treated with NaOCl 

 

137 

materials”, Construction and Building Materials, vol. 351, pp. 1-18, 2022. 
https://doi.org/10.1016/j.conbuildmat.2022.128957  

[7] A. I. S. Brígida, V. M. A. Calado, L. R. B. Gonçalves and M. A. Z. Coelho, 

“Effect of chemical treatments on properties of green coconut fiber”, 

Carbohydrate Polymers, vol. 79, no. 4, pp. 832-838, 2010.  

https://doi.org/10.1016/j.carbpol.2009.10.005   

[8] P. N. E. Naveen, and T. D. Maju, “Evaluation of mechanical properties of 

coconut coir fiber reinforced polymer matrix composites”. Journal of 

Nano Research, vol. 24 pp. 34-35, 2013. Available online: 2013-09-18.  

https://doi.org/10.4028/www.scientific.net/JNanoR.24.34   

[9] M. Ali and N. Chouw, “Experimental investigations on coconut-fibre rope 

tensile strength and pullout from coconut fibre reinforced concrete”, 

Construction and Building Materials, vol. 41, pp. 681-690, 2013. 

https://doi.org/10.1016/j.conbuildmat.2012.12.052  

[10] M. Ali, “Coconut fibre: A versatile material and its applications in 

engineering”, Journal of Civil Engineering and Construction Technology, 

vol. 2, no. 9, pp. 189-197, 2011. Available online at                             

http://www.academicjournals.org/jcect  

[11] F.O . Slate, “Coconut fibers in concrete”. Engineering Journal of 

Singapore, vol. 3, no. 1, pp. 51-54, 1976.  

[12] Z. Li, L. Wang and X. Wang, “Flexural characteristics of coir fiber  

reinforced cementitious composites”, Fibers and Polymers, vol. 7, no. 3, 

pp. 286-294, 2006. https://doi.org/10.1007/BF02875686   

[13] P. Baruah, S. A. Talukdar, “A comparative study of compressive, flexural, 

tensile and shear strength of concrete with fibres of different origins, 

Indian Concrete Journal, vol. 81, no. 7 pp. 17-24, 2007.  [Online]. 

Available:https://www.researchgate.net/publication/290567582_A_comp

arative_study_of_compressive_flexural_tensile_and_shear_strength_of_

concrete_with_fibres_of_different_origins  

[14] K. Nadgouda, “Coconut fibre reinforced concrete”, In Thirteenth IRF 

International Conference, Chennai, India, pp. 5-7, 2014. ISBN: 978-93-

84209-51-3. [Online]. Available: 

https://www.digitalxplore.org/up_proc/pdf/102-14109319585-7.pdf  

[15] G. Bamigboye, B. Ngene, O. Aladesuru, O. Mark, D. Adegoke and K. 

Jolayemi, “Compressive behaviour of coconut fibre (cocos nucifera) 

reinforced concrete at elevated temperatures”, Fibers, vol. 8, no. 5, pp. 1-

12, 2020. https://doi.org/10.3390/fib8010005 

[16] H. Syed, R. Nerella, S. R. C. Madduru, “Role of coconut coir fiber in 

concrete”, Materials Today : Proceedings, vol. 27, Part 2, pp. 1104-1110, 

2020. https://doi.org/10.1016/j.matpr.2020.01.477  

[17] C. Hettiarachchi and G. Thamarajah, “Effect of surface modification and 

fibre content on the mechanical properties of coconut fibre reinforced 

concrete, In Advanced Materials Research, vol. 1159, pp. 78-99, 2020. 

doi:10.4028/www.scientific.net/AMR.1159.78 



Norisham and Hafizhin 

138 

[18] M. D. Bijo, U. Sujatha, “Mechanical strength and impact resistance of 

hybrid fiber reinforced concrete with coconut and polypropylene fibers”, 

Materials Today : Proceedings, vol. 65, Part 2, pp. 1873-1880, 2022. 

https://doi.org/10.1016/j.matpr.2022.05.048  

[19] N. H. Othman, “Design of normal concrete mixes Bre,” Academia.edu, 

08-Aug-2017. [Online]. Available: 

https://www.academia.edu/34172199/Design_of_normal_concrete_mixe

s_BRE.  

[20] C. L. Hwang, V. A. Tran, J. W. Hong and Y. C. Hsieh, “Effects of short 

coconut fiber on the mechanical properties, plastic cracking behavior, and 

impact resistance of cementitious composites”, Construction and Building 

Materials, vol. 127, pp. 984-992, 2016.  

https://doi.org/10.1016/j.conbuildmat.2016.09.118  

[21] J. Ahmad, A. Majdi, A. Al-Fakih, A. F. Deifalla, F. Althoey, M. H. El 

Ouni and M. A. El-Shorbagy, “Mechanical and durability performance of 

coconut fiber reinforced concrete: A state-of-the-art review”, Materials, 

vol. 15, no. 3601, pp. 1-24, 2022. doi: 10.3390/ma15103601 

[22] L. Mishra and G. Basu, “Coconut fibre: Its structure, properties and 

applications,” In Handbook of Natural Fibres, Woodhead Publishing 

Series in Textiles,  pp. 231-255, 2020.  https://doi.org/10.1016/B978-0-12-

818398-4.00010-4  

[23] J. G. Alotaibi, A. E. Alajmi, B. F. Yousif and N. D. Salih, “Effect of Fibre 

Content on Compressive and Flexural Properties of Coconut Fibre 

Reinforced Epoxy Composites”, American Journal of Applied Sciences,    

vol.17, no.1, pp.141-155, 2020. 

https://doi.org/10.3844/ajassp.2020.141.155  

[24] O. I. Akpokodje, H. Uguru, D. Esegbuyota. “Study of flexural strength 

and flexural modulus of reinforced concrete beams with raffia palm 

fibers”, World Journal of Civil Engineering Construction Technology, 

vol. 3 no. 1, pp. 057- 064, 2019.  

 

 



Journal of Mechanical Engineering Vol 20(2), 139-152, 2023  

 

_________________ 

ISSN 1823-5514, eISSN 2550-164X 
© 2023 College of Engineering, 

Universiti Teknologi MARA (UiTM), Malaysia. 

 

Received for review: 2022-10-03 
Accepted for publication: 2022-12-22 

Published: 2023-04-15 
https://doi.org/10.24191/jmeche.v20i2.22059 

Corrosion Resistance Enhancement 
for Low Carbon Steel by Gas Phase  

Coating 
 

 

Sameer K. Fayyadh* 

Department of Engineering Machine and Agriculture Equipment,  

College of Agricultural Engineering Sciences, University of Baghdad, IRAQ  
*samir.faiad@coagri.uobaghdad.edu.iq 

 

Faras Q. Mohammed 

Department of Production Engineering and Metallurgy,  

University of Technology, Baghdad, IRAQ 

 

 

ABSTRACT 

 

Corrosion Resistance Enhancement for low carbon steel is very important to 

extend its life service, the coating process is one of the methods which can 

using to achieve this, and it's the most important in surface treatments to 

improve the properties of metals and alloys surfaces such as corrosion 

resistance. In this work, low carbon steel was nitrided and coated with nano 

zinc using gas phase coating technical, to enhance the resistance of 

corrosion. The process included adding two layers. The first, a nitride layer, 

was added by precipitating nitrogen (N) gas, and the second, a zinc (Zn) 

layer, was added by precipitating Zn. The process of precipitating was 

carried out at different periods (5, 10, and 15 minutes). Scan electron 

microstructure (SEM), X-ray diffraction (XRD) and corrosion tests were 

carried out. The SEM and XRD results showed a new microstructure with the 

emergence of new phases (C3N4, Zn(N3)2, and γN). Also, the results of the 

corrosion test showed a significant improvement in corrosion resistance 

through a reduction in the corrosion rate (CR) and corrosion current density 

(icorr) which reached (1.598x10-3 mmpy) and (1.422x10-7 Amp/cm2) 

respectively, for coated samples, compared with 1.803×10-1 and 1.604x10-5, 

respectively, for the base metal. also found an appreciable increase in 

corrosion protection efficiency (CPE), which reached 99.11%. 

 

Keywords: Carbon Steel; Coating; Corrosion; Gas Phase, Surface 

Treatment 
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Introduction 
 

Low carbon steel (0.25% C max.) is usually applied in numerous industries, 

including automotive, bridges, ships, storage tanks, large pipes, etc., for its 

low price and excellent mechanical properties, machinability, weldability, 

and formability [1]-[2]. However, carbon steel has low resistance to 

corrosion, which is considered a major economic problem worldwide. 

Because low carbon steel equipment and machine parts are highly corrosive 

in chloride or seawater environments, which have varying corrosive levels 

depending on ion concentration, evaluating corrosion problems in carbon 

steel is critical [3]-[5]. However, corrosion can be controlled in several ways, 

including the use of a protective coating, which is the recommended solution 

for developing materials for resistance to corrosion [6]-[7]. It plays a 

significant part in forming a barrier between metal surfaces and corrosive 

media, in addition to improving wear and hardness by modifying the surface's 

characteristics and forming a new transition region between the deposited 

layer and the base metal. Metal protection can be achieved by forming thin 

layers on their surface with thicknesses ranging from a few microns to many 

atomic layers [8]-[10].  

The coating offers protection for the metal by acting either as a 

sacrificial coating or as a physical barrier. It is essential to have strong 

adhesion between the protected metals and the coating [11]-[12]. The 

effectiveness and durability of anti-corrosion coatings depend on the 

properties of both the substrate and the coating material [10], [13]-[16]. 

Numerous studies have been done in this field; Ibrahim et al. [17] found that 

the corrosion resistance of stainless steel 316L was improved after coating it 

with epoxy-zinc oxide nanocomposite. Also, Dorofeeva et al. [8] reported 

that stainless steel coated with multi-layers exhibits significantly (tenfold) 

greater corrosion resistance than the substrate. The coating is made using 

either the chemical vapour deposition (CVD) or physical vapour deposition 

(PVD) processes, and sometimes both together, to increase their lifespan. 

These methods can produce different types of nanostructure coatings. In 

PVD, the coating material is first evaporated and subsequently condensed 

onto the substrate. The CVD process, on the other hand, is a chemical 

reaction that involves the deposition of solid material from a gas or vapour 

phase onto a heated metal surface [18]-[21]. The deposition of nanostructure 

coatings on the substrate is usually performed by gas phase deposition 

procedures. Gas phase deposition has numerous advantages, including high 

density, chemical stability, good substrate adhesion even on complex shapes, 

deposition on any desired substrate, and high purity [22]-[24]. Choosing the 

appropriate coating type for a specific material plays a fundamental role in 

directly improving or consolidating the surface performance during service. 

In general, a protective coating made of Zn and Zn alloys is used for a wide 

variety of applications, including carbon steel to prevent corrosion. Zn 
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coatings have excellent resistance to corrosion and the possibility for 

economic competitiveness [25]-[29]. On the other hand, adding nitrogen gas 

to steel through the nitriding process leads to improving the surface 

properties, such as increasing the corrosion resistance by the formation of 

nitriding layers [30]-[31]. This work is aimed at protecting low carbon steel 

from corrosive ingredients present in the working environment and 

enhancing the corrosion resistance through the deposition of the layers of 

coating of N and Zn using the gas-phase method. 

 

 

Materials and Methods 
 

Materials 
The low-carbon steel AISI 1020 was used as a substrate material in all of the 

practical experiments. The chemical analysis of low carbon steel is shown in 

Table 1 and compared with American Standard [32]. N, Ammonia (NH3) gas, 

and Zn solid target with a purity of 99.9% were supplied from a local market. 

 

Table 1: Chemical composition of AISI 1020 

 

 

Methods 
Samples prepared 
Specimens that were used for microstructure tests were cut with dimensions 

of 10x10x3 mm, while specimens used for the corrosion test were cut with 

dimensions of 15x15x3 mm. All specimens were conventionally prepared 

before being ready for the nitriding and Zn coating processes.  

 

Coating processes 
The nitriding process was performed by the CVD technique. For this process, 

a GSL-1600-60X high-temperature vacuum tube furnace was utilized. It 

consists of a tube with a length of 1000 mm, a 60 mm diameter, and an inner 

diameter of 54 mm. Using a high-precision SCR (Silicon controlled 

Rectifier-digital controller) power controller (±1 ºC) accuracy, the 

temperature of the GSL 1600-60X tube furnace is controlled. A two-stage 

rotary vacuum pump with a 120 SLPM (Standard Litter Per Minute) capacity 

was equipped for the furnace. In the nitriding process, NH3 (gas) was utilized 

to supply the gas reactant with atoms of nitrogen, while N2 gas was employed 

as a carrier gas to carry out the process. To reduce residual stresses, all 

nitriding samples were heated to 550 ºC. To deposit a thin film of the Zn 

Elements C Mn P S Fe  

Actual value % 0.20 0.55 0.01 0.04 Bal. 

Standard value % 0.18-0.23 0.3-0.6 0.04 max. 0.05 max Bal. 
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nano-structure coating, the VTC-16-D device was used, which, a desktop 

Plasma Sputtering Coater involving a height-adjustable sample holder and a 

3-target head, especially suitable for coating conductive metal film samples. 

The parameters of the sputtering process were vacuum pressure of 10-1 Torr, 

current of 18 mA, and 2 cm3/min of the flow rate of argon gas. The coating 

processes were performed with different deposition times of 5, 10, and 15 

minutes. 

 

Characterizations 
Microstructure and X-ray diffraction 
XRD analysis was carried out using an x-ray diffractometer, type XRD-6000 

Shimadzu, with Cu-Kα radiation and a 0.154 nm angle of incident. Also, a 

microstructure examination was carried out using a Tescan VEGA 3SB SEM 

with an accelerating voltage range of 200 v to 30 kv and a power 

magnification range of 6x to 100000x.  

 

Electrochemical performance  
The Tafel polarization test was used to evaluate the coating's ability to protect 

and prevent low-carbon steel from corrosion. The experiment was conducted 

using CHI 604E POTENTIOSTAT. The conventional three-electrode 

electrochemical cell was used to measure the test output. The electrochemical 

cell includes, (Pt) as a counter electrode, saturated Ag/AgCl as a reference 

electrode, and a sample holder as the working electrode. The cell parameters 

were the scanning of electrode potential between -1.6 and +0.6 V at a scan 

rate of 0.01 V.s-1 and 1.0 cm2 was the area of exposed work to the aqueous 

solution. All specimens were examined at room temperature and using an 

aqueous solution of 3.5% NaCl. It's a simulated marine environment which is 

the most corrosive medium for the steel substrate. 

 

 

Results and Discussion 
  
XRD analysis  
The XRD analysis and identifying the presence phases were done using the 

International Center for Diffraction Data (ICDD) cards and Match! 3 

software. Figure 1 shows the XRD pattern that was conducted for the 

nitriding and Zn-coated low carbon steel samples. Both samples confirm the 

existence of α-Fe as the original alloy substance at 2θ angles of 64.41 and 

44.63 with an index of (200) and (101), respectively (from ICDD card no. 00-

006-0696). Regardless of the Fe phase, the two analyzed samples can show 

considerable differences in the microstructure and phases existing in the 

figure. The nitride sample's XRD analysis revealed the presence of the C3N4 

phase at 2 angles of, 62.47, 37.026, and 30.06 with (112), (110), and (100) 

indices, respectively (from ICDD card no. 00-053-0671). This proves that the 
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intermixing was done between the nitriding layer and substrate through the 

process of nitriding under the process condition. Additionally, the γN phase 

was observed in this pattern at 2θ angles of 54.02, 43.051, and 35.485, with 

(200), (111), and (101) indices. The XRD patterns for the Zn-N coatings 

deposited under different conditions are also shown in Figure 1. These phases 

were formed as a result of the interactions between the substrate and the 

coating materials under the conditions of the deposition processes. The 

nitriding and coating of low carbon steel by zinc confirmed the presence of 

several compounds in addition to the C3N4 and γN phases that were formed 

as a result of the nitriding processes. The XRD analysis of the other sample 

revealed the presence of a new phase in this pattern in comparing to other 

nitriding samples, with three distinct peaks for Zn(N3)2 identified at 47.319, 

33.44, and 22.44 with indices of (123), (210), and (200) that may be 

identified [from ICDD card no. 00-023-0740]. The XRD analysis can be used 

to find many information regarding material crystallography and the 

microstructure examination. In this regard, the diffraction peak intensities 

corresponding to some of the presented phases was found to be gradually 

decrease and a peak-broadening were reduced for these samples as it was 

shown in Figure 1. Also, the shifting in the diffraction peaks angles for these 

samples (at 10 minutes toward higher diffraction angles was observed as the 

deposition time was increased to 20 minutes. indicating a decrease in the 

coating lattice parameter which indicates that a polycrystalline structure was 

developed for this sample in Figure 1. 

 

 
 

Figure 1: XRD analysis for surface treated samples 

 

SEM 
Figures 2, 3, and 4 show the morphology of the low carbon steel surface, 

which was nitrided and coated with a film of Zn at different deposition times. 

In Figure 2, the surface morphology after nitriding treatments at 500 °C 

shows a dense structure for the layer of nitrogen expanded austenite (γN), 
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accompanied by a uniform nitriding layer with a very smooth finish of the 

surface, and no visible cracks were observed. It was due to the intensive 

nitride precipitation that occurred that expanded austenite was also detected, 

as was evidenced in XRD test results. The surface morphology for the Zn 

coating on the nitriding low carbon steel surface is shown in Figures 3 and 4 

with different deposition times. Deposition of Zn at a low deposition time 

will result in a surface that is characterized by an amorphous matrix that 

contains a fine nanocrystal fiber structure that is visible in SEM images of 

this sample. Also, a longitudinal micro void can be detected in this image that 

formed in the coating's surface because of the short deposition period, which 

caused a decrease in the amount of deposited coating. A so-called thin film of 

the coating was produced with an 8.3 µm thickness for the zinc coating layer, 

which was determined by the longitudinal gap shown in Figure 2. As the 

deposition time for Zn coatings increased to 20 minutes, a higher deposition 

rate occurred, which resulted in a change in the morphology towards a denser 

microstructure, more uniform coating, a much coarser surface finish than the 

former surface layer, and no visible microvoids. Also, a nano-crystalline fiber 

structure can be detected. A higher deposition time offers more deposition, 

which can increase the average coating thickness. It was revealed that the Zn 

coating's thickness was obtained from coating for 20 minutes (Figure 5). and 

was approximately 23 µm. This thickness, regarded as relatively large, was 

obtained as a result of higher deposition time for the zinc coating layer. 

 

 
 

Figure 2: SEM micrograph for nitriding low carbon steel surface with 

different magnifications 
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Figure 3: SEM micrograph for nitriding and Zn coated low carbon steel 

surface at 10 minutes with different magnifications 

 

 
 

Figure 4: SEM micrograph for nitriding and Zn coated low carbon steel 

surface at 20 minutes with different magnifications 

 

 
 

Figure 5: Cross section SEM image for nitriding and Zn coated low carbon 

steel surface at 20 minutes 

 

Nitriding layer Zn coating 

Base Metal 
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Corrosion behaviour 
Figure 6 shows the Tafel polarization curves for coated and uncoated low 

carbon steel. It provides several significant parameters, such as corrosion 

current density (icorr), corrosion potential (Ecorr), and corrosion rate (CR), 

which was calculated by using the following equation [33]. 

 

CR =
K1(icorr) EW

ρ
                                           (1) 

 

where CR: corrosion rate (mm/y), K1= 3.27x10−3 mm g/μA cm y, EW: 

Equivalent weight (the atomic weight of the element in gram/ valence of the 

element), ρ: density in g/cm3, and to evaluate the protective effect of coatings 

on low carbon steel, the criterion of corrosion protection efficiency (CPE) 

was also used and determined using the following equation [16], [34]. 

 

 𝐶𝑃𝐸(%) =
(𝐼𝑜corr−𝐼𝐶 𝑐𝑜𝑟𝑟)

𝐼𝑜𝑐𝑜𝑟𝑟
100%                                     (2) 

 

where Iocorr represents the corrosion current density (Amp/cm2) for the 

uncoated sample, while Iccorr represents the corrosion current density 

(Amp/cm2) of the coated specimens. According to Figure 6, the (icorr) for 

coated samples shifts to a lower value compared with (icorr) for uncoated 

ones, which means that the corrosion resistance was increased after the 

coating processes, and it was observed that this increased depending on the 

parameters of the coating processes. From Table 2, it can be seen that the 

(icorr) (1.604x10-5 Amp/cm2) of the uncoated sample was significantly 

higher compared with the (icorr) (3.657x10-6) for the sample that was only 

nitrided and (1.422x10-7 Amp/cm2) for samples that were coated with Zn 

after the nitriding process, which demonstrated the protective effect of the 

coating processes. In another word, the (CR) significantly decreased from 

(1.80x10-1 mmpy) for uncoated samples to (4.111x10-2 mmpy) for the sample 

that was only nitrided and (1.598x10-3 mmpy) for samples that were coated 

with Zn after the nitriding process, as shown in Table 2. Also, it was 

observed that incorporation of N and N + Zn nano-crystalline fiber structure 

into the substrate surface led to the addition of a significant decrease in (CR) 

and (icorr), which led to a significant increase in CPE, reaching 77.20% for N 

coating and 99.11% for N + Zn coating. This result was in agreement with 

the findings of Zhang et al. [16]. The high CPE and low CR indicate that the 

coating by N+Zn causes the formation of a barrier that has a superior ability 

to prevent the penetration of corrosive species and, therefore, provides 

excellent resistance to corrosion due to the barrier properties offered by this 

coating. Compared between coated and uncoated samples, the coated one 

showed lower CR and higher CPE. This demonstrates the effectiveness of 

utilizing zinc as an insulating coating layer to prevent the transition of 



Corrosion Resistance  Enhancement for Low Carbon Steel by Gas Phase Coating 

147 

corrosive media to the substrate, thereby enhancing the resistance to 

corrosion. Additionally, the zinc coating acts as a sacrificial or cathodic 

protection to prevent iron corrosion because zinc is more electronegative 

(more reactive) than steel in the galvanic series, which means the zinc coating 

acts as an anode. Also, it was observed that zinc coating after nitride achieved 

better results than only the nitride process, where the (icorr) (1.422x10-7) and 

CR (1.598x10-3) lower compared to the (icorr) (3.657x10-6) and CR 

(4.111x10-2) for only nitride. Also, the zinc coating after nitride achieved a 

higher corrosion protection efficiency (99.11%) compared to (77.20%) for 

only the nitriding process. On the other hand, it was observed that both 

(icorr) and CR were significantly reduced while CPE highly increased as 

deposition time increased, to clarify this: as it was noted in the previous 

section, the thickness of the coating increases as time deposition increases; 

therefore, if a zinc coating is exposed to severe damage, the steel won't 

corrode until the surrounding zinc has been consumed. So, the amount of 

protection provided by a zinc coating is roughly proportional to the coating's 

thickness. finally, the results showed that the coating using N+Zn nano-

crystalline fiber structure could be an active barrier and anti-corrosion 

performance enhancer that enhances the corrosion resistance of the low 

carbon steel, these results are in agreement with what was obtained by 

Dorofeeva et al. [8] and Ibrahim et al. [17]. 

 

 
 

Figure 6: Tafel plots of base metal and coated samples at different deposition 

times measured in 3.5 % NaCl aqueous solutions at room temperature 
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Table 2: Tafel plots parameters 

 

Sample 

no. 
Process Time 

Ecorr. 

(volt) 

icorr. 

(Amp/cm2) 

Corr rate 

(mmpy) 

Base metal uncoated / -1.055 1.604x10-5 1.803x10-1 

1 N 5 -1.288 3.657x10-6 4.111x10-2 

2 N+Zn 5 -1.102 4.777x10-7 5.370x10-3 

3 N+Zn 10 -1.035 3.809x10-7 4.282x10-3 

4 N+Zn 15 -1.144 1.422x10-7 1.598x10-3 

 

 

Conclusions 
 

From the previous results, it can be concluded, that the protection of low 

carbon steel from corrosion can be achieved  by nitriding and the Zn coating 

process, where the coating led to a significant reduction in corrosion rates and 

a clear increase in the corrosion protection efficiency as follows: 

1. Decrease the corrosion rate from 1.803x10-1 (mmpy) for uncoated 

samples to 4.111x10-2 (mmpy) for samples treated with nitridation 

only. 

2. Reduce the corrosion rate from 1.803x10-1 (mmpy) for uncoated 

samples to 1.598x10-3 (mmpy) for zinc-coated samples after 

nitridation. 

3. Compared with uncoated samples, the corrosion protection efficiency 

for samples treated with only nitride reached 77.20%, while it 

increased even more in samples that were coated with zinc after the 

nitridation process, reaching 99%. 

4. A greater reduction was achieved in corrosion rate (5.370x10-3) and a 

greater increase in corrosion protection efficiency (86.93%) for 

samples that were zinc-coated after nitriding, compared to corrosion 

rate (4.111x10-2) (mmpy) and corrosion protective efficiency (77.2%) 

for samples that were only nitrided at the same period of deposition. 

5. Corrosion rates decreased as Zn deposition time increased, with 

corrosion rates of 5.370x10-3, 4.282x10-3, and 1.598x10-3 for 

deposition times of 5, 10, and 15 minutes, respectively, and protection 

efficiency increased for the same periods. 
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ABSTRACT 

 

This study was conducted to determine the surface morphology of crumb 

rubber (CR) treated with 10% Sodium Hydroxide (NaOH) solution at different 

periods and the compressive strength of the treated rubberised engineered 

cementitious composites (R-ECC). R-ECC is a type of engineered cementitious 

Composite (ECC) with CR as partial sand replacement. In contrast to the 

quasi-brittle nature of conventional concrete, engineered cementitious 

Composite (ECC) is distinguished for its tensile strain-hardening behaviour 

and tensile ductility. However, adding crumb rubber (CR) in ECC as partial 

sand replacement reduces the composites’ compressive strength owing to its 

smooth surface. The Scanning Electron Microscopy (SEM) test was conducted 

on the CR samples, which had been treated with 10% NaOH for 1, 2 and 3 

days. Meanwhile, the compressive strength test was conducted on 45 cubes 

consisting of standard ECC, untreated R-ECC and treated R-ECC. The results 

discovered that 2 and 3 days of 10% NaOH treatment on CR enhanced its 

surface roughness, and 2 days NaOH treated R-ECC is the optimum duration 

for the highest compressive strength reduction. Therefore, the enhanced 

surface roughness of the CR used as partial sand replacement in the ECC can 

lessen the compressive strength reduction owing to better bonding between CR 

and cement matrix in the composites. 
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Introduction 
 

There are a few problems with normal concrete, including its high brittleness, 

weakness under tension, and susceptibility to tension cracks [1]-[2]. The use 

of conventional concrete as the main material for high-rise buildings exposed 

the structure to crack failure under dynamic loading due to its brittleness. The 

micro-crack formation on the structure may propagate to crack failure. In an 

effort to overcome these drawbacks, the engineered cementitious Composite 

(ECC) was created [3] on the basis of the micromechanical and fracture 

propositions [4]. ECC is a specific class of high-performance concrete with 

excellent mechanical qualities and permanence that has received a lot of 

interest from researchers and engineers [5]. The main ingredients in ECC 

production are supplementary cementitious materials, sand, polyvinyl alcohol 

(PVA) fibre, and admixture. Research and development for novel ECC mix 

using wastes are ongoing to meet the industrial demands for producing green 

and sustainable ECCs [6]. 

Meanwhile, rubberised engineered cementitious composites (R-ECC) 

are a type of ECC in which sand is partially or entirely replaced by crumb 

rubber (CR). By integrating CR into ECC, concerns caused by the rising waste 

tyre demolition process, such as unsustainable landfill dumping and an 

increase in carbon footprint as a result of combustion, may be lessened [7]. CR 

can be an excellent construction material due to its capability to serve as a 

vibration damper and enhance the ductility of the composite [8]. However, the 

addition of CR in the composite can lead to the reduction of the compressive 

strength of the ECC. As a consequence, a substantial amount of earlier studies 

explored alternative methods to minimise the strength reduction of ECC 

brought on by rubber particles. Nonetheless, the research on the ECC 

incorporating treated CR is still not well explored. 

 

 

Literature Review 
 

ECC displays many subparallel fine crack growth and tensile strain-hardening, 

the latter of which cause deformation [3]. Besides that, the ECC can self-

consolidate, which derives from the fibre bridge activated during 

Serviceability Limit State (SLS) [4]. The purpose of ECC is to overcome 

conventional concrete's high brittleness and crack tendency due to the high 

compressive strength by enhancing the ductility, tensile strength and 

repairability as stated by [9]. Furthermore, ECC's ability to absorb energy and 
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seismic load is better than conventional concrete; hence the durability of the 

structure can be enhanced and prolonged its service life as stated by [10].  

[11] verified that the incorporation of CR in the ECC had reduced the 

compressive strength and stiffness of the specimen; however, the result still 

fulfils the structural standard and requirement. The CR's smooth surface 

resulted in less bonding with the cement paste [12], and low-strength CR 

replaced the high-strength aggregate and reduced composite strength [13]. As 

a result, adding high-stiffness fibres like steel fibre can increase compressive 

strength [14], while adding polyvinyl alcohol (PVA) fibre, which has the 

potential to bridge over composites' crack volumes, can increase the 

mechanical strength of the R-ECC [11]. According to [15], the ECC is usually 

reinforced with short PVA, which has a length between 6 to 12 mm and an 

inconsistent diameter of  10 to 100 µm micro-fibres. 

Moreover, previous studies have stated hat the bonding between the CR 

particles and the cement paste can be enhanced by pre-treating the CR before 

adding it to the concrete. Hence, the reduction of the composite's mechanical 

strength can be lessened [16]. According to [17], among the surface treatments 

done to make the rubber surface more hydrophilic, the usage of sodium 

hydroxide (NaOH) solution produced the best results. Once treated CR is 

added to the composite, the cement hydration around rubber particles can be 

improved as NaOH solution pre-treatment can provide weak alkaline 

conditions surrounding rubber particles. Additionally, by treating CR with 

NaOH solution, the hydrophilicity of rubber particles can be enhanced, which 

lowers the porosity of the interface transition zone (ITZ) between rubber 

particles and cement matrix. As a result, rubber particles and cement paste may 

adhere together and become better over time [18]. [26] had investigated the 

effect of the pre-treatment of CR on rubberised concrete using NaOH solution 

at 10% concentration under different periods (20 minutes, 2, 24, 48 hours and 

7 days). The results showed that the rubberised concrete with 1-day treatment 

of 10% NaOH pre-treated CR achieved the highest compressive strength with 

a 20% increment compared to untreated CR [16].  

In this study, CR was used as sand partial replacement in the ECC and 

10% sodium hydroxide (NaOH) solution was used as a pre-treatment on CR 

for a different duration (1 day, 2 days and 3 days). Hence, the effect of the CR 

treatment using 10% NaOH on the CR's surface roughness and compressive 

strength of R-ECC was investigated. The optimal time for pre-treating CR with 

10% NaOH to minimise the compressive strength in R-ECC from deteriorating 

was established. 
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Materials and Methods 
 

Materials 
The binder used in this study is Composite Portland Cement (CPC), while 

silica sand and CR are employed as aggregates in the ECC. The average size 

of silica sand is 1.19 mm to 0.25 mm, whereas the average size of CR is 1 mm 

to 3 mm. CR was treated with 10% NaOH solution with different durations 

before blending into the mixture. The ECC is reinforced with the PVA fibre of 

6 mm in length, and superplasticiser (SP) was added to the mixture. Figures 1a 

and 1b show the picture of the CR and PVA used in the ECC, respectively.  

 

         
(a)                                         (b) 

 

Figure 1: Picture of; (a) CR, and (b) PVA fibres 

 

Crumb rubber treatment 
Before the casting process, the 10% NaOH solution must be prepared for CR 

treatment. 400 g NaOH granules were heated with 1 L distilled water and 

stirred until the solution became clear. Then, the heat was turned off, and 

continued to stir the solution for 2 to 3 hours to allow it to cool. After pouring 

the 10% NaOH solution into the CR container and made it completely soaked, 

leave it for 1 day, 2 days, and 3 days. Finally, the CR was cleaned with tap 

water until it reached a pH of 7+0.5, then dried at room temperature. The 

treatment process was done by modifying the procedure conducted by [19]. 

 
Mixture design and sample preparation 
Five different ECC mixtures were prepared with the inclusion of 10% CR as a 

partial silica sand replacement by volume. Normal ECC is employed as the 

Control, whereas R-ECC is made up of CR that has been untreated (UT) and 

treated with 10% NaOH solution for 1 day (T1), 2 days (T2), and 3 days (T3). 

Table 1 shows the modified proportion of materials from Wang et al. (2020) 

for the ECC. The water-cement ratio, volume of PVA fibre, and 

superplasticiser (SP) were fixed at 0.35, 1.5% by volume of the mixture, and 

0.89% of cement weight, respectively. The control sample is a normal ECC 

with no CR as partial sand replacement. 
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When making the R-ECC, the dry ingredients consisting of sand, 

cement and CR were combined to achieve a uniform and thorough dispersion 

of constituent materials. The mixture was then filled with half as much water 

and let to continue rotating. After that, SP and the leftover water were added 

to the mixture while stirring for another 2 to 3 minutes. Finally, PVA fibres 

were added to the mixture as the mixing continued until they were blended 

together. After the mixing process was completed, the wet mixture was 

immediately cast into cube moulds with 50 mm sides and demoulded after 24 

hours. Next, the samples were cured in an airtight bag at room temperature 

before being tested. 

 

Table 1: Material proportion of ECC 

 

 

Methods  
The physical properties of untreated and treated CR were determined using 

Scanning Electron Microscopy (SEM) to get the surface roughness of the 

material. SEM was carried out using the TM3030Plus Tabletop Microscope, 

as presented in Figure 2a. The test was conducted on the CR, consisting of 

untreated, 1 day, 2 days, and 3 days 10% NaOH-treated CR. A small amount 

of CR was placed on the base using a carbon tape, as shown in Figure 2b. Next, 

the base with CR was placed inside the chamber to vacuum and centralised the 

CR under the lens using the manual adjuster. Later, the chamber was closed 

and the machine was run to obtain the surface roughness of the CR.  

The fresh properties of the ECC with and without CR were determined 

using the flow table test in accordance with ASTM C230/C230M. The flow 

table test was carried out using the automatic flow table test machine as shown 

in Figure 3. The mixture was filled inside the mould in two layers and tamped 

20 times for each layer using the steel rod. Then, the mould was removed 

vertically from the mixture, and the plate dropped 25 times. Lastly, the longest 

diameter of the wet ECC and R-ECC was measured and recorded. 

As indicated in Figure 4a, the specimens were put through a 

compressive strength test utilising NL Scientific apparatus model, NL 4000 

X/018U at the intervals of 7, 14, and 28 days. In this investigation, the test was 

performed on cube specimens with the diameter of 50 mm on each side, as 

shown in Figure 4b. Before testing, the samples were taken out of the sealed 

bag and allowed to cure in the open air. The compressive strength test was 

executed following BS EN 196-1. The cube specimens were positioned in the 

middle of the lower platen and perpendicular to the load direction. Based on 

Mix 
Cement 

(kg/m3) 

Sand 

(kg/m3) 

CR 

(kg/m3) 

Water 

(kg/m3) 

PVA 

(%) 

SP 

(%) 

Control 1193 990 0 417 1.5 0.89 

UT, T1, 

T2, T3 
1193 891 27 417 1.5 0.89 



A. Abdul Aziz, M. I. F. Rosli*, A.G. Kay Dora, N. A. Jafri, N. Zakaria 

158 

the size of the samples and the equipment's manual, the compressive strength 

test was carried out at a rate of 0.9 kN/s. 

 

       
        (a)    (b) 

 

Figure 2: (a) Scanning Electron Microscopy (SEM) equipment, and (b) base 

of the sample 

 

        
 

Figure 3: Automatic flow table test machine 

 

        
          (a)                (b) 

 

Figure 4: Image of (a) compression test machine, and (b) cube specimen 
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Results and Discussion 
 

Scanning Electron Microscopy (SEM) 
Figure 5 shows Scanning Electron Microscopy (SEM) images of untreated CR, 

and 10% NaOH-treated rubber particles. The surface roughness of the CR 

particles treated with 10% NaOH solution is better than untreated CR caused 

by the corrosion of CR's surfaces by the solution. According to [26], the zinc 

stearate layer on CR, which is in charge of gives it its hydrophobic 

characteristics, reacts with NaOH to produce soluble sodium stearate, which 

may be eliminated by washing CR in tap water [16]. Consequently, the 

bonding between 10% NaOH-treated CR and the cement matrix can be 

enhanced. Besides that, [26] affirmed that the NaOH solution treatment on CR 

discarded the forbid material such as oil and other pollutants or chemicals that 

may attach to its surface and reduce the bonding as well as weaken the strength 

of the composites, supported by [16]. Moreover, the NaOH solution can 

produce the best results among the surface treatments evaluated to improve the 

hydrophilicity of the rubber surface, mentioned by [17]. 

 

Flowability  
Figure 6 presents the flowability of the ECC with and without CR. The Control 

has the lowest flow value, followed by untreated R-ECC mixtures (UT). The 

inclusion of CR in ECC has an increment in diameter and flowability compared 

to the normal ECC. The increase in R-ECC flowability may be affected by the 

low water absorption of CR compared to sand, as stated by [20]. Moreover, 

the hydrophobic nature of CR, which repelled water, led to an increment of 

water content in the mixture. However, 10% NaOH-treated R-ECC achieved a 

higher flowability than untreated R-ECC. The untreated CR particles may have 

impurities coating on the external surfaces that cause a higher water demand 

compared to the treated CR particle which had been cleaned [16]. At a two-

day duration of CR treatment with 10% NaOH (T2), the R-ECC achieved the 

highest flow value and flowability of 147 mm and 46.67%, respectively. 

However, the T3 had a slight reduction of flowability which is 45%. This might 

be created by the enhancement of CR's surface roughness, which resulted in 

an increment of flow resistance [21]. The enhancement of surface roughness 

reduced air trapped on CR surfaces and promoted the adhesion between the 

cement matrix and CR particles [20].  
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(a)               (b) 

 

    
                             (c)                                        (d) 

 

Figure 5: SEM image (a) untreated (b) 1 day (c) 2 days, and (d) 3 days 10% 

NaOH treated CR 

 

 
 

Figure 6: Flowability of ECC/R-ECC 
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Compressive strength 
Figure 7 presents the results of the compressive strength of R-ECC at the age 

of 7, 14, and 28 days against the duration of 10% NaOH pre-treatment on CR 

incorporated as a sand partial replacement. Based on the compressive strength 

of untreated CR (UT) and 10% NaOH-treated CR for 1 day (T1), 2 days (T2), 

and 3 days (T3), the employment of CR as partial sand replacement in the ECC 

contributed to the reduction of compressive strength. Since CR was not added 

to the normal ECC or Control specimens, it obtained the highest compressive 

strength at 7, 14, and 28 days. The strength reduction of R-ECC may be caused 

by the smooth surface of CR, which weakened the cement paste's adhesion 

[12]. Besides that, incorporating CR in ECC reduced strength because there 

was less bonding with cement paste and lesser stiffness of CR than sand [22]. 

Nonetheless, the compressive strength achieved by T1, T2, and T3 was greater 

than UT. Meanwhiles, T2 experienced the highest strength at all ages for R-

ECC specimens. UT had the least compressive strength, owing to the 

hydrophobic nature of rubber particles. Therefore, treatment with 10% NaOH 

on CR for 2 days is optimal to enhance the compressive strength of the R-ECC. 

[23] reported that NaOH-treated CR improved the adhesion between its 

particles and the cement matrix, resulting in less compressive strength 

reduction, as supported by [24].  

 

 
 

Figure 7: The effect of treatment duration of CR on compressive strength  

 

Figure 8 shows the relative strength determined based on Equation 1 

against the age of the rubberised ECC. The line graph displays the relative 

strength of the Control and R-ECC (UT, T1, T2, and T3). The relative strength 

of untreated R-ECC (R-UT) achieved the bottommost relative strength of 

74.49%, 75.15%, and 76.61% of control at the age of 7, 14, and 28 days 

respectively, compared to the relative strength of T1 (R-T1), T2 (R-T2), and 
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T3 (R-T3). The weaker adhesion of CR particles to the blended materials in 

the ECC might be the reason for the less strength achieved by R-UT due to its 

smooth surface. According to [20], the probable weak interfacial zone between 

cement paste and CR may be the source of the reduced ECC's compressive 

strength. Besides that, the development of voids in the cement matrix may 

increase due to the incorporation of CR. Therefore, compressive strength 

reduction occurs due to the nature of those voids. [27] mentioned that the 

elasticity of CR is anticipated to reduce the bonding strength with the cement 

matrix, which results in a decrease in compressive strength, as supported by 

[25]. Additionally, the relative strength of R-T1, R-T2, and R-T3 is better than 

R-UT, which may have been influenced by the enhancement of surface 

roughness of the CR, as mentioned by [25]. R-T3 had a slightly lower 

percentage than R-T2, which may derive from the 10% NaOH solution that 

permeated the CR particles and reduced its rigidity rather than corroded its 

outlying surface [25]. Hence, the 10% NaOH solution pre-treatment on CR 

may be a credible method to minimise the reduction in the compressive 

strength of the R-ECC. 

 

   
𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑅−𝐸𝐶𝐶(𝑀𝑃𝑎)

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 (𝑀𝑃𝑎)
× 100 = 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ (%)             (1) 

 

 
 

Figure 8: The relative strength of R-ECC   

 

 

Conclusions 
 

This research presents the effect of utilising untreated CR and 10% NaOH pre-

treated CR at different durations to partially replace the sand on the strength 

of the R-ECC. 10% volume of sand in the mixture was replaced with CR to 
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evaluate compressive strength performance at 7, 14, and 28 days. Based on the 

results from the experimental study, it can be concluded that 10% NaOH-

treated R-ECC obtained a greater compressive strength than the untreated R-

ECC due to the reaction between NaOH and zinc stearate layer on the rubber 

surface, making it hydrophilic and enhancing its surface roughness. Hence, a 

lesser strength reduction for R-ECC can be obtained owing to the enhancement 

of the adhesion between the treated R-ECC materials. T2 achieved the highest 

compressive strength among the R-ECC; therefore, 2 days of CR treatment 

with 10% NaOH solution is the ideal duration.  

Moreover, R-ECC achieved a higher flowability than normal ECC, 

owing to the low water absorption of the CR particles compared to the sand. 

10% NaOH pre-treatment cleaned the impurities on the CR particles' surface, 

which can hinder the bonding between CR and cement paste. Lastly, CR pre-

treated with 10% NaOH-treated for 2 and 3 days had a better surface roughness 

than untreated CR and 1-day treated CR, leading to a lower compressive 

strength reduction. Be that as it may, the NaOH may permeate into the CR 

when a longer duration of CR pre-treatment with 10% NaOH solution takes 

place. Hence, the strength of R-ECC might be lowered, incurring a decrease in 

the rigidity of the CR rather than enhancing its surface roughness. 

A few recommendations can be proposed, such as to investigate other 

mechanical properties of the composites like tensile and flexural strength. In 

addition, the study on the structural behaviour of 10% NaOH-treated R-ECC 

can be identified by applying the Composite as a structure and testing it under 

static and dynamic loads. Last but not least, conduct an experiment to study 

the different concentrations of NaOH solution to treat CR. 
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ABSTRACT 

 

Artificial intelligence is commonly used in Photovoltaic (PV) control systems. 

Adaptive Neural Fuzzy Inference System (ANFIS) is one of the intelligent 

strategies that can be employed in the system controller. ANFIS technique 

shows high accuracy as it involved several processes which are the Fuzzy 

layer, Fuzzy Rule layer, Normalization layer, and Output Membership layer. 

The main objective of the proposed work is to model the dual-axis solar tracker 

using MATLAB software by utilizing the ANFIS technique, hence improving 

the performance of the solar system. The data used for training and testing are 

elevation angle and azimuth angle. 80% of the data is used for training and 

another 20% for testing in order to predict the solar radiation toward PV 

panels. A different set of input membership functions (MFs) is used in the 

system, which are Five MFs, Ten MFs, and Fifteen MFs. These MF are 

simulated to produce the best prediction of solar radiation. The results show 
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average error gained for both training and testing data and minimum error 

indicates the accuracy of the predicted angle of dual axis solar tracker. In the 

finding, overall results show a good correlation between the actual and 

prediction value with 15 input MFs as it produced the lowest error value. 

 

Keywords: Dual Axis Solar Tracker; Adaptive Neural Fuzzy Inference System 

(ANFIS); Artificial Neural Networks (ANN); Membership Function (MF); 

Photovoltaic (PV); Artificial Intelligence (AI) 

 

 

Introduction 
 

In recent years, global economic expansion and population growth have 

necessitated more energy, which is critical for both developing and developed 

countries' socioeconomic development [1]. Therefore, energy usage is 

extremely important. Renewable energy is obtained from natural resources 

where these resources, including sunshine, wind, biomass, thermal energy and 

others are stored in the earth's crust and have the benefit of being present in 

almost every part of the world in some form. They are almost infinite, and they 

have no effect on the climate or the environment. Fossil fuels, on the other 

hand, such as oil, coal, and natural gas, are limited in supply. Based on [2], the 

depletion of fossil fuels and their negative environmental effects, increase the 

use of clean and renewable energy sources. Therefore, generating electricity 

from renewables, and improving energy efficiency are becoming more 

important. Other than that, if we keep extracting them, they will ultimately run 

out. They do not refill as quickly as we humans consume them, despite the fact 

that they are formed naturally.  

The rate of solar energy consumption is increasing in this new era today. 

Solar energy has been considered as a potential alternative energy source in 

recent years due to its unique traits of being free, eco-friendly, and widely 

available in most parts of the world [3]. Solar cells composed of silicon or 

other materials that convert sunlight directly into electricity are known as 

Photovoltaic (PV) cells [4]. Solar energy provides a clean alternative to fossil-

fuel-generated electricity, with no pollution of the air or water, no global 

warming pollution, no risk of electricity price spikes, and no health risks. This 

is particularly relevant due to the growing concern about climate change [5]. 

The tiny PV solar cells can directly convert sunlight into solar energy, giving 

solar energy a significant advantage over other traditional power sources [6]. 

The solar panels can be mounted as a fixed type or tracker type. The 

power created from a PV system with tracker type (Dual Axis Solar Tracker) 

was compared by [7]. The system generated an average output power of 

9838.35 W, whereas the fixed-type PV system only provided 8326.18 W of 

electricity. In addition, the earth constantly rotates around the sun, meaning 

that the sun’s position will always move every minute along with the earth’s 
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rotation [8], and this required the implementation of solar tracker. The energy 

generated by utilizing a solar tracking system is larger compared to fixed type 

system as investigated by [9].   

Solar tracking systems are separated into two categories based on the 

number of axes include in following the sun’s trajectory, which are single and 

dual axis solar tracker. A single axis tracker can only rotate either vertically or 

horizontally at single time [10], however, a dual axis tracker can rotate 

vertically and horizontally at each time. As compared to this two-axis type, 

studies have been conducted to identify the rate of sun tracking between these 

two types of axes, and the results revealed that dual axis solar trackers have 

the maximum power efficiency than single axis solar trackers [10]. In [11], 

two degrees of freedom serve as rotation axes in dual axis trackers. With a dual 

axis solar tracker, panels will always be positioned at the best angle for 

maximum efficiency [12]. Other than that, to optimize the functionality of the 

panels, the selection of control methods is very important. The algorithm, 

microprocessor, motor, electronic circuits, artificial intelligence (AI), and 

technical approaches are some of the strategies that may be used as a controller 

to regulate the PV panel [13]. AI techniques are one of the recent and popular 

methods in control systems, based on their adaptability in doing predictions. 

Furthermore, installing solar panels in the optimal position will extract 

the maximum amount of solar radiation. Various studies on this subject have 

been published due to the importance of tracking the sun’s rays for effective 

performance. Several solar tracking strategies to optimise sun radiation toward 

PV panels, including fuzzy logic [14], ANFIS [13], [15], LDR sensor [10], 

[12], and algorithm techniques [16]. Regarding the investigation of the rate of 

absorption of sunlight against solar panels by using all these various methods, 

there are some conclusions that have been identified. ANFIS, for example, is 

an intelligent principle that combines layers of neural networks and fuzzy 

logic. This technique has the capability to track the sunray precisely because it 

has adaptation capability and rapid learning capacity.  

On the other hand,  fuzzy logic is one of the intelligent techniques which 

on its basis allows the translation from logic statement to nonlinear mapping. 

However, the construction of its model is much more complicated, and it also 

needs rules to conduct a process because it cannot recognize machine learning 

or neural networks. Furthermore, the algorithm technique is complex because 

each angle must be analysed individually in order to determine the proper 

position of the solar panel. Finally, the LDR method has a low response speed 

and is greatly affected by temperature, despite its building technique being 

simpler than other techniques. Overall, in terms of solar tracking system 

performance, the ANFIS method can be categorised as the best technique to 

be implemented in the system because of high prediction accuracy with 

minimum error. 

This proposed research focuses on the Adaptive Neural Fuzzy Inference 

System (ANFIS) technique by integrating fuzzy logic and neural network 
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layers in designing and controlling solar tracking system [17]. The goal of the 

ANFIS system is to represent a fuzzy system as a network structure by 

fuzzifying a neural network using a learning mechanism derived from artificial 

neural networks (ANN). The proposed system analyse and predicted the best 

angles that followed the sun's position throughout the sky. Furthermore, it also 

improves the accuracy of determining the sun's best position. Therefore, it 

lowers the error (MSE) and improves the prediction rate of output solar 

radiation.  

 

 

Methodology 
 

This section explained the ANFIS implementation in the solar system.  ANFIS 

adjusts the membership function and related parameters to approach the 

required data sets using the neural network training process [18]. The adaptive 

neural fuzzy inference system is a useful neural network method for solving 

problems with function approximation. A mapping relationship between the 

input and output data is provided by an ANFIS, where the optimal distribution 

of membership functions is determined using a hybrid learning method [19]. 

The learning methods used in the ANFIS are a backpropagation algorithm and 

a hybrid algorithm [20]. This inference system is generally built using five 

layers in total as shown in Figure 1. The node function describes each ANFIS 

layer, which is made up of many nodes. The nodes in the previous layer 

provide the inputs for the current layers [21].  

 

 
 

Figure 1: Block diagram of ANFIS modeling 
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Layer 1 is the fuzzy layer, where the main operation in the fuzzy logic 

principle is the fuzzification process. Each node in the fuzzy layer represents 

the degree of membership function from the input. The fuzzification method 

scales and fuzzy values become input variables by converting crisps input to 

linguistics variables using membership functions [22]. In other words, this 

layer will take the input value and determine the membership function. The 

adaptive node i of this layer has the following node function, which refers to 

the  Grade of Membership on fuzzy set formula by Equations 1 and 2. 

 

O1, i=μAi(x) for i=1,2,3 or (1) 

 

O1, i =μBi-3(y) for i=4,5,6 (2) 

 

where either ‘x’ or ‘y’ is the node I input, and ‘Ai’ or ‘Bi’ can be a possible 

linguistic name for this node. In other words, the membership grade of a fuzzy 

set ‘A1’, ‘A2’, and ‘A3’ or (B1, B2, and B3) is output O1 from this layer, and 

it describes the degree to which the provided input ‘x’ or ‘y’ meets the 

quantifier ‘A’ (or B). 

Next is Layer 2, known as the Fuzzy Rule Layer. The fuzzy logic 

operators are used at this layer. Each node output in this layer represents the 

rule process's firing strength. The AND operator is used to multiply the 

incoming signals from layer 1 to obtain the output of firing strengths in this 

layer. Each node is a fixed node where the output from this layer is equal to 

the product of all incoming signals, as indicated in Equation 3. 

 

O2, i= w i= μAi (x) μBi (y) i=1,2,3     (3) 

  

For the normalising layer, which is Layer 3, every node in this tier is a 

fixed node with the label "N." The node determines the ratio of the firing 

strength of the rule to the sum of the firing strengths of all rules. Every node 

i in this layer has an adaptive node, and the node functions according to 

Equation 4. 

 

O3, i = wi fi = wi ri i=1,2,3 (4) 

                              

This node's parameter set is represented by ri, and the following parameters 

are the parameters in this section. 

Every node has a node function and is adaptable in Layer 4, which is 

known as the Output Membership Layer. The output membership layer can be 

defined using Equation 5. 

 

O4, i = wi fi = wi (pix + qiy + ri)  (5) 
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where wi is the normalised firing strength from layer 3 (pi,qi,ri) and the 

parameter set of subsequent parameters. In other words, each node layer gets 

its output based on the previous layer. The defuzzification values are returned 

by this layer, which computes a parameter function from layer 3 and its 

parameter known as the consequent parameter. The last Layer 5 is the 

Defuzzification Layer, where it is generally a single node that aggregates the 

entire output as the sum of all incoming signals and is used to provide a single 

output for the ANFIS model. 

This study technique using ANFIS simulation for a dual axis solar 

tracker is based on the flowchart illustrated in Figure 2. The process for the 

prediction of ANFIS starts with defining input and output data where input 

data were elevation and azimuth angle while output data is solar radiation. In 

this process, all the data will be categorized into Training and Testing and it’s 

stored in a separate folder on MATLAB workspace, and this process is 

conducted before the simulation of ANFIS. 

Next is to load Training and Testing data into Neuro-Fuzzy Designer in 

the MATLAB simulation model. Then, the process continued with generating 

FIS where in this section, several options and parameters need to be selected 

such as Options for FIS generation, number of Input MFs, and types for 

membership function use. There are four selection options available in this 

ANFIS simulation, and the Grid Partition system has been chosen for this study 

with the integration of fuzzy logic controller on its system. 

Next, for the input MF, three sets of input are used which are Five, Ten 

and Fifteen MF while for the MF’s type, the Gaussian membership function is 

selected. The various number of inputs MFs selected is to identify the effect of 

this parameter on prediction’s accuracy. Other than that, process flow 

continued with setting up the value of error tolerance and epoch (iteration) 

before train (prediction) is simulated. Error tolerance refers to the rate of error 

need to achieve by ANFIS when the simulation for data prediction is 

conducted. From this research, error tolerance is set to zero while epoch or 

iteration is hundred. The precision achieves when the error value gained from 

the simulation is near or the same as the error tolerance set up. If the predicted 

value does not match the actual output, a new set of input MFs will be created, 

and the process will be repeated until the value of output data before and after 

ANFIS implementation is almost the same. When the prediction is exact, the 

final step is to record the ANFIS simulation's output performance. 
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Figure 2: Flowchart for ANFIS dual axis solar tracker 

 

 

Result and Discussion 
 

The results and discussion for the proposed Dual Axis Solar Tracking System 

with ANFIS controller are presented in this part. The data for ANFIS is applied 

using MATLAB to assess the output value of solar radiation on solar panels. 
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This simulation is based on two types of input value, elevation and azimuth 

angle in the targeted area which is Shah Alam, Selangor, Malaysia. The 

prediction conducted which are training and testing data are used to investigate 

the effect of the ANFIS technique on the solar tracking system. The training 

and testing procedures are repeated using three different sets of input 

membership functions: 5MFs, 10MFs, and 15MFs. The MFs are chosen to 

quantify the impact on the low, medium and large value of MFs. Next, the total 

data used is 49 data, where 80% (39 data) was used for training and another 

20% (10 data) was used for testing.  

 

ANFIS training process  
The result shown in Figures 3, 4 and 5 is the training data for 5MF, 10MF and 

15MF, respectively. Based on the obtained graph, the ‘blue circle’ represent 

the actual data while the ‘Red Dot’ are the prediction data for the training 

process after the ANFIS method is applied. The graphs show that the different 

numbers of MF affected the accuracy of prediction data. The 15MFs show a 

good result compared to the lowest value of MF which is 5MFs. It can be 

observed that the large number of MFs able to rise the ANFIS intelligence 

level, hence increasing the prediction for the output data.  

  

 
 

Figure 3: 5MFs 
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Figure 4: 10MFs 

 

 
 

Figure 5: 15MFs 

 

ANFIS testing process 
The graph illustrated in Figures 6, 7, and 8 indicate the simulation results of 

testing data for 5MF, 10MF and 15MF, respectively. 
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Figure 6: 5MFs 

  

 
 

Figure 7: 10MFs 

 

Figures 6, 7 and 8 show generated output for ANFIS testing process in 

MATLAB. ‘blue dot’ represents the actual data while ‘red dot’ are the testing 

data after ANFIS is implemented into the system. Compared to the training 

phase, the results reveal that when a different set of membership functions is 

utilised, the accuracy of prediction for data before and after ANFIS varies. 

From the results, 15MFs show the most accurate data while 5 MFs generate 

the lowest accuracy of prediction. The same goes to training process, by 

increasing the number of inputs, the model's accuracy and capability improved, 
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and it was able to anticipate the process in membrane technology. Next, the 

comparison between actual and ANFIS (prediction) will be discussed. 

 

 
 

Figure 8: 15MFs 

 

Comparison graph between actual and ANFIS output 
The plotted graph for the solar radiation based on actual and ANFIS output is 

shown in Figures 9, 10 and 11. Based on the graphs, the ‘X-Axis’ is the number 

of samples used in the system and ‘Y-Axis’ represent the value of solar 

radiation. The ‘blue line’ shows the actual data while the ‘orange line’ 

represents ANFIS data. The curve generated from both outputs is in the form 

of bell-shaped because the membership function selected for this system is 

Gaussian type. 
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Figure 9: Comparison between actual vs ANFIS output for 5 membership 

function 

 

 
 

Figure 10: Comparison between actual vs ANFIS output for 10 membership 

function 
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Figure 11: Comparison between actual vs ANFIS output for 15 membership 

function 

 

Average data obtain for different input MFs 
The data in Table 1 summarized the different MF used for 100 iterations on 

Gaussian MF’s type using 49 data. 

 

Table 1: Error value for a different set of membership functions (MF) 

 

Number of input 

MF 
Average training error Average testing error 

5MF 90.3618 2197.1362 

10 MF 8.0445 334.5203 

15MF 0.0637 41.3420 

 

To achieve the prediction value in ANFIS simulation, there are several 

steps to be followed. First is to select the data for the training and testing 

process to be loaded into the system. In this study, the amount of data utilized 

for training purposes exceeds the number of data used for testing purposes. 

The objective for this selection is due to the size of the data, which is the larger 

the data used for training, the better the model learns. Next is to select the type 

of membership function, which has several models which are Triangle, 

Trapezoidal, Gaussian, and Sigmoid membership functions, where each type 

of model will generate a different curve. Then, the selection number for the 
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input membership function, where this parameter will be affected by the output 

prediction by ANFIS, either the result is close to the actual value (minimum 

error) or vice versa. After the selection of input and types of membership 

functions were made up, next is to train the FIS. In this section, the value of 

error tolerance and the Epoch (iteration) need to be set up. The output data 

prediction can be assumed as accurate when it achieved the minimum value of 

error while for the epoch, the more the epoch value, the more precise prediction 

output will be generated. The last step are testing the FIS, which is the actual 

and ANFIS data will be automatically plotted to evaluate the result. 

From the overall results shown in Figure 3 to Figure 11, the data 

represent that the ANFIS technique was able to make an accurate prediction 

output. All the parameters such as types and number of MF to be used, how 

much the iteration is to be repeated and the selection for train or test data is 

very important to optimize the effectiveness of ANFIS prediction toward the 

whole system. Regarding this analysis, different types of MF have a significant 

impact on the overall performance of fuzzy representation. The MF are the 

basic building blocks of fuzzy set theory, the fuzziness of a fuzzy set is dictated 

by its MF. As a result, the forms of MF are critical for a certain case since they 

affect a fuzzy inference system. The Gaussian membership function was 

chosen in this simulation because it is a popular technique for specifying fuzzy 

sets due to its smoothness and concise notation. As illustrated by [24], this 

function has the advantage of always being smooth and nonzero. 

The objective of using various input numbers of MF is to identify which 

type will generate the precision of output data for both training and testing 

when the ANFIS simulate. In line with [13], the output value will be more 

accurate when the input membership function increase and produce a small 

error value at the end of the ANFIS process. By referring to the result generated 

in Figures 9, 10 and 11, the closeness of data between actual and ANFIS 

implementation is increased when the value of MF is added up which shows 

the accuracy of the system. Based on error data stated in Table 1, when the 

number of inputs MF is 5MF, the value of average training and testing error is 

high which are 90.3618 and 2197.1362, respectively. However, at 10MF, the 

error reduces to 8.0445 for training and 334.5203 for testing, showing the high 

accuracy of the model as well as its high capability in the prediction of the 

membrane process [25]. Furthermore, the input is increased to 15MF, and the 

error is 0.0637 in training, which shows that the data are almost identical to 

the actual value of solar radiation while for Testing the error reduces to 

41.3420. Hence, this error shows that the number of MF has a bigger impact 

because it decides how long it takes to compute [26]. Thus, the best model for 

achieving the highest system performance can be found by adjusting the 

number/type of MFs. 
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Conclusion 
 

ANFIS has been successfully utilised to operate solar tracking systems by 

accurately anticipating the optimum elevation and azimuth angles. The 

simulations revealed a high rate of prediction and a small Mean Square Error 

(MSE), where the prediction result by using ANFIS could achieve a similar 

value to actual data. Other than that, this study has proven that the prediction 

will be more accurate when the value of the input membership function is 

large. This can be found when by using 15MF, the optimum efficiency is 

obtained. In comparison to other concepts, the evaluation findings demonstrate 

that ANFIS could be more effective at driving solar tracking systems to follow 

the sun's path across the sky. In conclusion, the objective of the research is 

achieved, where the modelling of dual axis solar tracker by using MATLAB 

software was successfully implemented and the analysis shows the 

performance of the tracking system is improved by using the ANFIS method. 
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ABSTRACT 

 
Currently, 2D woven composites are extensively incorporated into a variety of 

technical automotive body parts and protective body armor owing to their 

excellent fabric strength performance. However, there is still a lack of attempts 
to utilize 3D woven fabrics for the same technical application. Hence, it is vital 

to examine the fundamental tensile strength of woven fabric composite 

materials when determining their suitability for end-use applications. This 
study aimed to investigate the novel effects of two parameters on the uniaxial 

tensile strength of a high-tenacity polyester three-layer 3D angle interlock 

(3DAI) woven fabric composite, namely, weave drafting draw-in insertion and 
weave density. Four different drafting patterns were considered: pointed 

(DRW 1), broken (DRW 2), broken mirror (DRW 3), and straight (DRW 4), for 

weft density at 14 and 25 pick.cm-1. Samples of the 3DAI woven fabric 
reinforced with epoxy composite at different drafting patterns and weft density 

combinations were produced and tested. Consequently, the maximum tensile 

stress and strain were recorded in the woven fabric composite sample with 
DRW 4 and 25 pick.cm-1 at 113 MPa and 11%, respectively. The study shows 
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that different weft densities and draw-in plan settings play a significant role in 
the tensile strength performance of the 3DAI woven composite. 

 

Keywords: 3D Angle Interlock; Woven Composite; Uniaxial Tensile; Draw-
In Plan; Weave Density 

 

 

Introduction 
 

Previously, conventional 2D woven fabrics were extensively utilized as the 
main material for textile composites in technical applications. In addition, 2D 

woven composites have been used to replace metal and ceramic materials in 

automotive parts, especially because of their light weight, durability, and low 
manufacturing costs. Nevertheless, further studies have shown that 2D woven 

fabrics have weak delaminating resistance. This causes the ply fabrics inside 

the composite to split during matrix cracking upon force application, leading 
to out-of-plane properties in textile composites [1]-[4]. To resolve the 

interlaminar failure caused by 2D woven composites, scientists have 

developed a solution by introducing a three-dimensional (3D) woven fabric. 
The preference for 3D woven fabric in the composite is due to its better 

delamination resistance, good impact and ballistic resistance, and high in-plane 

properties. These mechanical properties are important for optimizing the 
technical applications of 3D woven fabrics. In general, knowledge of 3D 

woven fabric parameters and their impact on strength performance will 

promote the adoption of woven fabric composites in various technical 
applications. The existing literature shows a potential research gap regarding 

the drafting draw-in and weft density effects on 3DAI woven fabric 

performance. Thus, this paper aimed to investigate the uniaxial tensile stress-
strain variation of a 3DAI woven fabric composite with different draw-in 

patterns and weft density combinations. 

 
 

Literature Review 
 
Recently, application of the 3D woven fabric to manufacture automotive body 

part has been receiving many interests from researchers. For an instance, study 

on 3D orthogonal fabric for the possibility of leaf spring application suggested 
that 3D fabric able to provide better tensile and flexural strength than 2D fabric 

[5]. Finite element simulation work on 3D woven composite on shock tower 

and fender applications able to achieve 25% and 30% lighter weight property 
respectively while successfully optimize the strength factor of the model [6], 

[7]. Analysis of different 3D weave structure for intend interior automobile 

application indicated that through thickness weave able to provide higher 
tensile strength performance than layer to layer weave [8]. Those studies 
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shows that determination and optimization the tensile breaking strength of the 
woven composite structure before its use is vital to ensure that the durability 

to withstand high amount of stress-strain load and elastic modulus can be meet. 

Investigation of the tensile strength of 3D woven fabrics is vital, as it 
will help researchers to evaluate the fundamental hardness and ductility 

properties of woven composites before they can be recommended for suitable 

end-use applications. The tensile strength performance could be optimized by 
determining the woven fabric characteristics. Few studies have shown that the 

tensile strength of woven textile fabric depends on the fabric weft density and 

weave structure [8]-[11]. The weft density is the number of weft yarn 
insertions per fabric length; a high weft density indicates tightly packed weft 

yarns. Previous studies on the effects of weft density on single weave 

structures, such as 3D angle interlock [11], 2D plain [12] and 2D twill [13], 
found that a higher weft density produces a higher tensile strength owing to 

the increased yarn friction force at the weft horizon of the woven fabric. On 

the other hand, a study on a 2D plain weave by [9] reported an increase in weft 
density from 138 to 141 pick.10 cm-1 had no effect on the tensile strength, as 

the increase in the weft density gap did not significantly elevate the yarn 

friction build-up. In addition to the weft density, different weave interlacement 
architectures affect the tensile strength of the woven fabric. The drafting 

approach played an important role in the resulting weave structure. During the 

weaving process, different drafting approaches involve varying the number of 
heald shafts used in drawing warp yarns [14]. Manipulation of the yarn-yarn 

interlacement sequence within the weave structure resulted in different woven 

fabric patterns. A comparative study on different types of weave structures 
showed that the 2D plain structure has the highest tensile strength compared to 

the twill and satin structures owing to a tighter interlacement pattern [15]. A 

compact weave structure contains tightly packed yarns, leading to friction 
force build-up and a higher tensile strength [16]-[17]. In contrast, a weave 

structure with a loose interlacement pattern allows for longer yarn elongation, 

leading to a lower tensile strength [18]. 
 

 

Research Method 
 

Material preparation 
The draw-in plan or drafting plan is a technique in which a certain number of 
heald frames are used during weaving manufacturing to produce the weave 

design, and the sequence order of the warp yarns (yarns from the vertical 

direction) is lifted or lowered by the heald frames.  Four different draw-in plans 
were considered for the samples, which are pointed (DRW 1), broken (DRW 

2), broken mirror (DRW 3), and straight (DRW 4) as depicted in Figure 1.  For 

each draw-in plan, weft densities of 14 and 25 pick.cm-1 were manufactured. 
The amount of weft density represents the total amount of weft yarns (yarns 
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inserted in the horizontal direction) per centimetre. All samples of the three-
layer 3D angle interlock woven fabric were manufactured using the Sulzer 

rapier loom at 50 revolutions per minute (rpm), located at the Textile Weaving 

Workshop, UiTM Shah Alam, Malaysia. Throughout the weaving process, the 
weft density was automatically controlled by the system according to the warp 

density rate, which was set constant at 16 end.cm-1. For all samples, the warp 

(90º, vertical) and weft (0°, horizontal) directions were constructed using spun 
and ply multifilament polyester yarns, respectively. Once completed, using the 

hand lay-up technique, a 3.7:1.7 mixture ratio of epoxy resin (BJC-39) and 

hardener was poured and spread evenly onto each sample in a mold plate, 
resulting in a polymer composite reinforced with 3D angle interlock woven 

fabric. The samples were left for 24 hours to ensure proper curing. 

 

    

 
a 

 
b 

 
c 

 
d 

 

Figure 1: 3D angle interlock woven fabric samples based on the four draw-in 

plans; a) pointed (DRW 1), b) broken (DRW 2), (c) broken mirror (DRW 3), 
and d) straight (DRW 4) 

 

Additionally, Figure 2 illustrates the 3D cross-sectional model of three-
layer 3DAI woven fabric developed by using TexGen software. The model 

represents the actual yarn-yarn interlacing sequence order of the 3DAI used in 

this study. 
 

 
 

Figure 2: 3D illustration of three-layer 3DAI woven fabric 
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Yarn strength analysis 
Yarn samples were prepared with 250 mm sample length. Yarn strength 

analysis was experimented on Tenso Lab 5000 strength tester machine. All 

yarn specimens were subjected to tenacity test based on the ASTM D2256, 
using a 5 kN load cell with the speed constant at 500 mm/min and the yarn 

pretension was set at 0.1 N. Yarn tenacity were calculated as the maximum 

amount of force at break of the yarn divided with the yarn linear density in 
Tex. Five readings were recorded to calculate the average result of yarn 

tenacity performance. 

 
Crimp analysis 
The fabric crimp samples were prepared with 200 mm length accordingly to 

the warp and weft directions based on ASTM D3883. A single yarn was 
carefully pulled out from the woven fabric specimen and ten readings were 

recorded to ensure consistency. In Equation 1, the crimp presence, C, can be 

measured by identifying the length of yarn within the woven fabric, Lf and the 
length of yarn pulled out and straighten from the woven fabric, Ly. The analysis 

was repeated five times to calculate the average result. 

 

𝐶 =
𝐿𝑦 − 𝐿𝑓

𝐿𝑓

×  100% 
(1) 

 

Woven composite tensile strength 
The prepared samples were cut into specimens with 200 mm length, 25 mm 

width, and 1 mm thickness. The uniaxial tensile strength evaluation was 

conducted on Tenso Lab 5000 strength tester machine. All samples were 
subjected to tensile tests based on the ASTM D3039 standard, using a 50 kN 

load cell with a crosshead speed set constant at 100 mm/min. For each 

combination of draw-in plan and weft density, five samples were prepared and 
tested to measure the average breaking strengths in the weft and warp 

directions, respectively. 

 
 

Result and Discussion 
 
Yarn properties 
Table 1 presents the details of spun and plied filament polyester yarns used in 

this research work. Identification of physical property shows that plied 
filament yarn provided with high value of yarn linear density compared to both 

spun yarns. In addition, plied filament yarn outperformed yarn tenacity 

strength performance by 1036.9 cN/Tex higher than both black and orange 
spun yarns at 105.9 and 331.4 cN/Tex. Configuration of ply technique between 

two sets of filament yarn shows a good outcome to improve the yarn strength. 
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Table 1: Yarn properties used to manufacture 3D angle interlock woven 
composite 

 

Type of yarn structure 
Mass of yarn 

(g) 

Yarn linear 

density 
(Tex) 

Yarn 

tenacity 
(cN/Tex) 

Spun polyester black 8 26 105.9 

Spun polyester orange 9 30 331.4 

Plied filament polyester 1.5 100 1036.9 

 

Crimp properties 
Table 2 shows the readings of yarn crimp presence on warp and weft direction 
of the woven fabric respectively based on the variations of draw-in plan 

(DRW). It can be seen from the Table 2 that 14 pick.cm-1 and 25 pick.cm-1 on 

DRW 1 and 4 resulted highest crimp presence in warp direction with 7.8%, 
and 9.5%, respectively. Meanwhile, 14 pick.cm-1 and 25 pick.cm-1 on DRW 2 

and 3 at weft direction consistently presented the lowest crimp with 3.1 and 

4.3%, respectively. 
 

Table 2: Crimp presence (%) in warp and weft directions of 3DAI woven 

fabric sample 
 

Direct. Crimp in warp direction (%) Crimp in weft direction (%) 

Sample DRW1 DRW2 DRW3 DRW4 DRW1 DRW2 DRW3 DRW 4 

14 7.7 7.1 7.1 7.8 3.6 3.1 3.1 3.7 

25 9.5 9.1 9.1 9.5 4.7 4.3 4.3 4.8 

 

This finding were consistent with several studies [19]-[20] reported on 
crimp. The observation on this 3DAI woven fabric shows that warp direction 

fabric produced high crimp percentage as it exhibited more yarn interlacement 

sequence than weft counterpart. Meanwhile, changes of different draw-in plan 
factor indicate an interesting pattern where DRW 1 and 4 produced higher 

percentage of crimp than DRW 2 and 3. 

 
Uniaxial tensile response on weft density of 14 pick.cm-1 
Figure 3 shows the tensile stress-strain of 3DAI woven composite based on 14 

pick.cm-1. According to the curve line behaviour, the composite stress-strain 
curve line was reacted as elastic behavior which majorly affected by the woven 

fabric. Hence the graph was divided into 3 phases to represents the behavior 

of composite [18]-[19]. In the first phase, the stress-strain curve pattern of 
DRW 1 and 2 is shown to be above on top of DRW 3 and 4 by % strain at the 

first tensile load. Within phase 1, however, the stress-strain value of the DRW 

1 curve line had abruptly altered from 0.4% to 0.6% strain. In the second phase, 
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all of the work's draw-in plans demonstrated a close curve pattern in strain 
ranges of 0.6% to 1.2%. The curve of all draw-in plans demonstrated 

significant stress-strain fluctuation between 1.2% and 1.6% strains in the third 

phase. It's worth noting that the DRW 4 curve behaviour has the highest stress 
and strain results, with 31.77 MPa and 1.6%, respectively. DRW 2, on the other 

hand, had the lowest stress value of 21.00 MPa and the smallest strain of 1.4%. 

 

 
Figure 3: Stress-strain curves in the warp direction, for all draw-in plans with 

14 pick.cm-1 density 

 
The stress-strain curve behaviour of 14 pick.cm-1 of 3D woven 

composite in the weft direction is shown in Figure 4. The curve line was 

divided into two distinct phases in general. Phase 1, DRW 1 and 4, produced 
the highest stress-strain curve line in the 0 to 2.5 % strain region. Within the 

2.5% strain range, however, DRW 2 and 3 had the lowest stress-strain curve. 

All draw-in plans in the second phase revealed a stress-strain fluctuation curve 
line in 4% to 5% strain ranges. At 6 % strain, the DRW 1 and 4 curve lines 

appeared on top of the DRW 2 and 3 curve lines. In general, DRW 4 has the 

greatest stress value of 64 MPa and accordingly % strain. 
 
Uniaxial tensile response on weft density of 25 pick.cm-1 
Figures 5 and 6 show the stress-strain variations in the warp and weft 
directions, respectively, for the four draw-in plans with 25 pick.cm-1. 

Compared to the 14 pick.cm-1 cases, the stress-strain curves in the warp 

direction for the 25 pick.cm-1 indicated three distinct phases. In the first phase, 
all curves followed a linear trend with similar values. The second phase was in 

between 0.6% to 2.7% strain. In the initial part of the second phase, between 
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0.6% and 1.7%, DRW 3 had the lowest stress value, while DRW 1 and DRW 
4 had the highest values. At the start of the third phase, DRW 1 had the lowest 

value. However, the trend was reversed with DRW 1 recording the highest 

stress after 3.7% strain. Marked deviations between the curves were then 
observed between 3.7% and 4.5% strain. Eventually, the curves for DRW 1 

and DRW 4 ended at a strain of 4.6%, whereas DRW 2 and DRW 3 ended at 

4.5%. The highest and lowest maximum stresses were 48 MPa and 46 MPa, 
for DRW 1 and DRW 3, respectively. 

 

 
Figure 4: Stress-strain curves in the weft direction, for all draw-in plans with 

14 pick.cm-1 density 

 

The three distinct phases of the stress-strain curves were also present in 
the weft direction, as shown in Figure 6. Similarly, close trends of all curves 

in the first stage were observed until 0.7% strain. Similar profiles were seen 

for DRW 1 and DRW 4, indicating markedly higher stress values than DRW 
2 and DRW 3 in the second phase. At 5.5%, there was a noticeable rise in 

DRW 2 to yield the highest stress value at this point, and this trend continued 

until DRW 2 reached the failure point at around 9% strain. Eventually, DRW 
4 reached its failure point at a strain of 11%, with the highest maximum stress 

of 113 MPa. The lowest maximum stress was for DRW 2, at 108 MPa and 9% 

strain. 
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Figure 5: Stress-strain curves in the warp direction, for all draw-in plans with 

25 pick.cm-1 density 

 

 

 
Figure 6: Stress-strain curves in the weft direction, for all draw-in plans with 

25 pick.cm-1 density 
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Uniaxial tensile stress-strain response discussion 
In general, it can be seen that weft densities of 14 and 25 pick.cm-1 in the warp 

direction samples in Figures 3 and 4 produced a nearly straight or linear line 

look alike pattern compared to the other counterparts in the weft direction, as 
shown in Figures 4 and 6. This condition shows that the uniaxial tensile stress-

strain behaviour of was still significantly affected by the epoxy resin. 

Meanwhile, the woven composite sample in the weft direction tends to 
generate a nonlinear pattern. The presence of more weft yarn directly impacts 

yarn-yarn interlacement, thus resulting in a high requirement build-up [21]-

[24]. Hence, the uniaxial tensile stress-strain of high weft density in the weft 
direction begins to react according to the nature of the nonlinear woven fabric 

tensile stress-strain performance. The close trends of the stress-strain curves 

for all draw-in plans in the 14 pick.cm-1 samples indicate that the stress 
resistance build-ups were almost uniform, particularly for the first and second 

phases. In the first phase, when the tensile loads were low, all draw-in plans 

exhibited similar behavior. The fluctuation of the curved lines within the third 
phase of 14 pick.cm-1 of the warp sample suggested an uneven stress 

performance of the loaded warp yarn. It can be seen that, DRW 1 and 4 gave 

the highest maximum stress before break value. This is because both DRW 1 
and 4 recorded the least stress value reduction on the loaded yarn during 

composite elongation compared to the other counterparts, DRW 2 and DRW 

3. The elongation rate of deformation is dependent on the stress performance 
of the loaded warp yarn. A greater length of warp yarn floating on woven fabric 

will produce a high amount of loaded warp yarn stress strength. The increasing 

tensile strengthening induced slightly higher resistance build-ups in the warp 
direction for all the plans in the second phase. The discrepancies in the 

resistance build-ups were significant in the third phase, with DRW 1 and DRW 

4 indicating the least strength loss after tensile straightening.  
On the other hand, 14 and 25 pick.cm-1 in the weft direction in Figures 

4 and 6 have a tendency to generate a nonlinear or straight curve line. The 

inconsistency of uniaxial tensile stress-strain behavior between low and high 
amounts of weft density is highly due to the woven fabric interlacement-

resistant break capability within the composite matrix [22], [25]. The presence 

of more yarn-yarn interlacement sequences owing to the high weft density will 
create a more interlacement sequence. As a result, a large amount of load-

breaking resistance is produced. Evidently, in the latter, there were higher 

stress build-ups in the weft direction for DRW 1 and DRW 4, as shown by the 
larger discrepancies between DRW 2 and DRW 3. This finding agrees with 

those of the studies reported in [14], [19]. For all draw-in plans, the tensile 

straightening in the weft direction induced inconsistent stress, which resulted 
in fluctuations in the maximum stress, leading to the failure point. This 

inconsistent behavior can be attributed to the different yarn interlacement 

amounts in each draw-in plan. Thus, the lowest interlacement and crimp 
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percentages in DRW 1 and DRW 4 resulted in the highest maximum stresses 
at failure. 

 

 

Conclusion 
 

In this study, the novel effects of weave draw-in plans and weft density on the 
tensile strength performance of 3DAI woven composites were investigated. 

Samples comprising various combinations of the four draw-in plans and four 

weft densities were tested. It can be noticed that the DRW 4 draw-in plan with 
25 pick.cm-1 weft density resulted in the highest maximum stress and strain at 

113 MPa and 11%, respectively. Interestingly, the DRW 1 plan was found to 

exhibit a similar stress-strain profile similar to that of the other plans at lower 
loads. As the load increased, higher stress values were recorded for DRW 1. It 

is concluded that the stress-strain performance of the 3DAI woven composite 

varies with the draw-in plan and weft density. A high weft density positively 
influences the tensile strength. Meanwhile, each DRW plan showed that 

different settings produced a distinctive tensile performance. 
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ABSTRACT 

 

This study proposes the Artificial Neural Network with a Genetic Algorithm 

analysis approach to investigate the Overall Equipment Effectiveness of the 

deep-water disposal pump system. The ANN-GA model was developed based 
on six big losses over eighteen successive months of the operating period to 

evaluate the current and future performance of the DWD system. 70% of the 

data was used for training and 15% for each data validation and testing. The 
DWD system faces frequent failure issues, significantly impacting its 

performance, so it is important to reveal the main causes of these failures to 

manage them properly. ANN-GA is applied to make a linear trend prediction 
and assesses the confidence and accuracy of the results obtained. Analysis of 

ANOVA (variance) was adopted as an additional decision tool for detecting 

the variation of process parameters. ANN-GA results showed that the current 
OEE value ranges between 29% to 54%, whereas the predicted future system 

performance average is approximately 49%, which reflects the poor 

performance of the DWD pump system in the future compared to the world-
class target (85%). ANN-GA analysis results indicated were very close and 

matched with the actual values. The model framework and analysis presented 

are used to develop a decision support tool for managers for early intervention 
to minimize system deterioration, reduce maintenance costs and increase 

productivity. Furthermore, it allows early identifying the potential area of 
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improvement to support continuous improvement (CI) objectives by identifying 
and eliminating unnecessary maintenance activities. The proposed model 

framework uses the ANN approach to identify the current state and predict the 

future of the system performance to ensure confidence in the results. The 
contribution of the paper will be helpful for experts like managers, reliability 

engineers, and maintenance engineers to identify the state of the system's 

performance in advance. 
 

Keywords: Overall Equipment Effectiveness; Genetic algorithm; Artificial 

Neural Network; Performance; Six Big Losses 
 

 

Introduction 
 

Deep Water Disposal (DWD) pumps are widely used in the Oil and Gas 
industries. Their primary function is to dispose of contaminated water 

associated with oil and gas production. The DWD is vital to the smooth 

operation, representing a significant segment of the entire operation. High 
reliability of these pumps is envisaged to reduce the maintenance cost (failure 

cost), and thus reduce the process disruption and ensure continuous plant 

productivity, which reflects positively on the revenue generated. The current 
state of the pump system performance is decreasing based on the number of 

failures during the specified operating period. Identification and prognosis of 

the cause of the main failures will help to set a clear maintenance strategy to 
reduce these deficiencies and maintain system performance and effectiveness. 

The rated capacity of each DWD pump was approximately 20,000 m3/day. The 

pump is supplied by Sulzer (HPCP 200-330, 5 stages) and connected to the 
electric motor by coupling through a gearbox. The electric motor from ABB 

11 KV/4.50 MW brush type is used in all the pumps. Moreover, 11 KV motor 

switching fed through the circuit breaker make Alstom GEC rated from the 
step-down transformer 33/11 KV, rated current 1250 Amps with closing and 

opening voltage of 50 V DC. The gearbox (fluid coupling) is situated between 

the motor and driven machine (pump), and it’s made by Voith type R 17K2, 
which provides variable speed (discharge pressure) depending on the well’s 

reservoir condition. 

The concept of lean manufacturing is widely adopted by engineering 
organizations to maintain their position in the competitive business arena. This 

has prompted organizations to evaluate their challenges continuously and use 

appropriate techniques to improve their efficiency” [1]. Overall Equipment 
Effectiveness (OEE) is a critical measurement that has evolved over the years 

and its relevance was discussed extensively by Seiichi Nakajima in 1988 [2]. 

The OEE measurement is becoming increasingly popular, and the TPM 
concept is used as a standalone powerful benchmark key performance 

indicator (KPI) tool for productivity improvement [3]. Nakajima defined OEE 
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as a metric to evaluate the equipment's effectiveness [4]. OEE quantifies how 
well a machine performs relative to its designed capacity during the scheduled 

periods. It is a well-known notion in maintenance and is a way of measuring 

the machine effectiveness and assess how effectively an equipment is utilized 
to its full potential. Initially, the OEE metrics consisted of six big losses: 

breakdowns, setup and adjustment, idling and minor stoppage, reduced speed, 

defects in the process, start-up losses, and reduced yield. On the other hand, it 
identifies and measures losses of essential aspects of equipment, focusing on 

three analyzing tools based on availability, performance, and quality rate 

directly related to six big equipment losses [5]. OEE provides a systematic 
process to readily identify and eliminate the six big loss sources and support 

continuous improvement to achieve zero breakdowns and defects related to 

equipment [6]. OEE is a global best practice measure to monitor and improve 
the effectiveness of manufacturing processes.  

Over recent years, management has focused on the wastes generated 

due to failure or breakdown of machines that incurred a significant 
organization investment through loss in production and time. One of the 

significant challenges faced in the industrial environment is the appropriate 

and efficient use of the available resources for operation and workforce to 
sustain productivity. According to Dal et al. [7], the OEE role could go beyond 

just monitoring and controlling of process improvement initiatives, it provides 

a systematic method to achieve the production target and combines practical 
management techniques and tools to realize operational excellence and 

optimize the whole process individually. The optimal utilization of the 

machine during its productive life with minimum investment is the crucial goal 
of any organization. Therefore, the OEE philosophy acts as one of the tools 

used for continuous improvement. The Overall Equipment Effectiveness 

model is shown in Figure 1 [8]. 
The Artificial Neural Network (ANN) is inspired from the human brain 

neuron network. It has a motivating design that effectively models highly 

complicated problems and nonlinear systems [9]-[11]. Evolutionary feed 
forward single layer configuration using Levenberg Marquardt 

backpropagation algorithm has been employed in this study. The architecture 

of ANN consists of two input layers, ten hidden layers and one output layer, 
and each layer has some nodes representing artificial neurons. These neurons 

are usually assembled in layers [12]. Each layer has some nodes or neurons 

that interact through weighted connections [13]. Training of the network is 
carried out by refinement of the weight of the neurons, so the error condition 

is minimized and achieves the desired result, and this method is called 

backpropagation. Training patterns are formed of a set of matching input and 
output vectors, and a learning algorithm (LM) uses these vectors to train the 

network. It measures the difference between the desired output vector and 

actual output and modifies the weight's connection to decrease the propagated 
error. This process will continue until the error reaches the desired level [9].  
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ANN and GA are two of the most promising natural computation 
techniques and have applications in several studies for parameter optimization. 

These two techniques are considered adequate in process optimization, and 

their use has recently increased [14]. Thereby, integration of ANN with GA is 
implemented in this paper to model and optimize the OEE data analysis of the 

DWD pump system. 

This research paper aims to assess the current overall effectiveness of 
the deep-water disposal pump system and categorize the major losses that lead 

to poor performance according to their weight, which allows managers to 

evaluate the equipment's effectiveness. Therefore, investigate inputs to the 
production process and eliminate the relative losses. Also, it will form a 

decision support tool for managers to prevent loss and then act and react to 

maximize and improve production effectiveness. Eighteen-month values were 
collected of the six big losses: total operating time, downtime, actual 

production, design capacity, proposed amount, and defect amount. Thereby 

find out the availability, performance efficiency, and quality rate, then take an 
average of the given period to estimate the OEE.   

The remainder of this paper is organized as follows: literature review is 

discussed in Section 2. While Section 3 presents the research methodology in 
detail. Section 4 introduce the results and discussion of the research. Finally, 

the conclusion is offered in Section 5.  

  

 
 

Figure 1: Overall equipment effectiveness model [2] 
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Literature Review 
 

Overall equipment effectiveness is frequently used as a key metric in Total 
Productive Maintenance (TPM) and lean manufacturing programs to deliver 

operational excellence. It gives the industrials a consistent way to measure the 

effectiveness of the TPM and other initiatives (5S and world-class 
manufacturing) by providing an overall framework for measuring production 

efficiency. It considers three factors quality, speed, and downtime. It is merely 

the ratio of fully productive time to planned production time. In other words, 
it represents the percentage of production time spent making a reasonable 

production rate (no quality loss), as fast as possible (no speed loss), without 

interruption (no downtime loss). The Implementation of TPM has shown 
considerable results in Japanese enterprises. It has been unusual to increase the 

level of overall utilization from 60% to 90% according to [15], and Schaffer et 

al. [16] have observed that most companies implementing continuous 
improvement (CI) failed to achieve results. Its mission is to focus on results 

rather than on activities. If the magnitude and reasons for losses are unknown, 

the activities will be unallocated toward optimally solving the major losses. If 
the measurable results are not provided within a short period, the management 

and operator can lose reliance on TPM. If the success tastes unexperienced 

soon enough, the driving force of change will eventually vanish. Ahuja et al. 
[17] said that “TPM is a production-driven improvement methodology 

designed to optimize equipment reliability and efficiently manage plant assets 

through employee evolvement linking manufacturing, maintenance, and 
engineering”.   

Ng Corrales et al. [18] worked in their research on reviewing and 

analyzing OEE, presenting modifications made over the original model, and 
identifying future development areas. They are establishing procedures and 

criteria to present a structured and transparent methodical literature review. 

They obtained 862 articles, and after implementing duplicates and applying 
certain inclusion and exclusion criteria, 186 articles were used in this review. 

The research outcomes are summarized in three principles: (1) the academic 

interests increased in the last five years and the keywords being developed 
from maintenance and production to lean manufacturing and optimization; (2) 

creating a list of authors who have developed models based on OEE; (3) OEE 

is an emerging topic in areas like services and logistics. The research serves as 
a basis for future relevant studies. Williamson [19] defined OEE as a measure 

of total equipment performance which is the degree to which the equipment is 

doing what it is supposed to do. OEE broke down into three availability, 
performance, and quality analysis tools. These metrics help to gauge the 

machine's effectiveness and categories the big six productivity losses to 

improve asset performance and reliability. According to Jonsson and 
Lesshammar [20], the losses occur due to process interruptions that are either 

chronic or sporadic. Chronic disturbances are small and hidden and result from 
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several concurrent causes. In contrast, sporadic disturbances are more apparent 
since they happen faster and significantly exceed the normal state. Nakajima 

[21] stated that it is a bottom-up approach where an integrated workforce 

strives to achieve overall equipment effectiveness by eliminating six 
significant losses. Blanchard [22] has reported that the OEE world-class 

figures are widely argued to be around 85%. Parida et al. [23] argue that the 

most massive problem that exists in the industry today is low OEE being 15%-
25% below the target level. Several studies showed that 30% of energy 

consumption in industry is wasted on machines in repair, idle, and standby 

states, which negatively impacts ecological sustainability [24]. 
The essence of lean is removing waste and identifying anything that 

does not add value. Domingo and Aguado [25] stated that OEE is associated 

with lean and green manufacturing, considered OEE for environmental issues, 
and gave the term Overall Environmental Equipment Effectiveness (OEEE). 

They carry out OEE calculations for various manufacturing industry lines, and 

the effect of factors associated with OEE is examined. Castro and Araujo [26] 
identified how to reduce waste and assure compliance production process as a 

key variable in the beverage industry. They applied OEE in the plant 

production line, filling beverages in bottles. Gibbons et al. [5] introduced 
enhancement to OEE, which is very useful for the OEE measurement 

framework by providing a benchmark. Enhanced OEE framework as an 

indicator of lean six sigma capability is introduced. 
Artificial neural networks are the most popular in machine learning 

(ML) algorithms. The first invention of these neural networks was in 1943 and 

then developed by Frank Rosenblatt in 1958, based on McCulloch and Pitts 
model. It gained massive popularity over the years due to its computation 

power [27]. Artificial neural networks are sophisticated nonlinear 

computational tools capable of modelling extremely complex functions. ANN 
operates the nonlinear statistical mapping between an input set and a 

corresponding output set (target) to discover a new pattern [28]. Marini et al. 

[29] implemented deep learning in their study to measure production 
performance on fresh product packing. The goal is to predict future values of 

the key performance of machines' overall equipment effectiveness (OEE) and 

Machine Mechanical Efficiency (MME). Thus, avoiding sudden machine 
breakdowns by levering historical data. Sari et al. [30] conducted a study to 

evaluate metrics of production of OEE and overall line effectiveness (OLE) 

using intelligence techniques aiming to improve the calculative methods. 
Mamdani fuzzy interface system (FIS) and Sugeno were used to evaluate OEE, 

whereas FIS and Artificial neural networks (ANNs) were employed for OLE 

metrics evaluation. This study will allow the operator to share his knowledge 
and intervene in these measurements. Moreover, this method was tested in 

different scenarios. Bekar et al. [31] conducted a study to predict the overall 

equipment effectiveness (OEE) using simulation software aiming to identify 
the optimal level of the OEE to increase the time between failures and reduce 
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the mean repair time. OEE process optimization used various methods like 
Artificial Neural Network (ANN), Adaptive Neuro-Fuzzy Interface System 

(ANFIS), and Response Surface Methodology (RSM). It used Sequential 

Quadratic Programming (SQP) algorithm to determine the input values. The 
study outcomes influence avoiding frequent failures in the production process.  

 

  
 

Figure 2: Artificial neural network structure [32]  

 
A genetic algorithm (GA) is a search algorithm inspired by Charles 

Darwin’s theory of natural evolution is based on survival of fitness; that is, 

some parents with stronger fitness ability to the environment will be chosen. 
The genes of these parents will be exchanged with each other to produce 

offspring. In this way, some offspring are expected to have higher fitness than 

their parents since the good genes would be preserved, and the chromosome 
could become even better after the crossover operation. With the processes of 

crossover, reproduction, and selection, the best chromosome with the strongest 

fitness ability to the environment will eventually evolve [33]. These algorithms 
maintain and manipulate a population of solutions and perform their search for 

the best solutions. This algorithm can treat linear and non-linear problems by 

selecting the fittest individuals from a population through crossover, selection, 
and mutation operations. Genetic algorithm uses involve determining six 

essential problems: genetic operator making up the reproduction function, 

selection function, chromosome representation, the creation of the initial 
population, termination criteria, and the evaluation [9], [34]. The methodology 

of combining ANN with GA is illustrates in Figure 3.  
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Figure 3: Flow diagram of ANN with GA  

 

 

Methodology  
 

The deep-water disposal (DWD) pump system data for eighteen successive 
months period is presented in this paper based on six big losses. The data 

information is used for computing OEE metrics (availability, performance, and 

quality) and therefore estimating the OEE value. The collected data were 
classified as total operating time, total downtime, actual produce amount, 

design capacity amount, proposed amount, and defect amount (Figure 1 shows 

the six big losses and OEE metrics).  
 

𝑂𝐸𝐸 = 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑥 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑥 𝑄𝑢𝑎𝑙𝑖𝑡𝑦                               (1) 
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Equation  1 is used to calculate the OEE metrics as follows:  

• Availability: represents the percentage of scheduled time that the 

equipment is available to operate. 100% availability means the process 
has been running without any stops machine. The availability formula 

can be expressed as [35]: 

 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
(Total time – Total down time)

Total time 
𝑥 100 (2) 

 
Availability considers “Downtime losses” from 

Pumps failures (pump is breakdown >15 min) 
Setup and adjustments (pump breakdown >15 min) 

• Performance: represents the percentage of the total actual amount of 

water produced on the pump machine to the machine's production rate 
(actual vs designed capacity). 100% performance means the process has 

been consistently running at its theoretical maximum speed. The 

formula to calculate the performance rate can be expressed as [35]: 
 

𝑃𝑒𝑟𝑓𝑜𝑚𝑎𝑛𝑐𝑒 𝑟𝑎𝑡𝑒 =
(𝐴𝑐𝑡𝑢𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓

𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑

𝑇𝑜𝑡𝑎𝑙
𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒)

𝐷𝑒𝑠𝑖𝑔𝑛 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑
𝑥 100  (3) 

 

Performance considers “Speed Losses” from 

Idling and minor stoppages (pump is stop < 15 min) 
Reduced speed operation (actual vs. design cycle time) 

• Quality: represents the percentage of good amounts produced out of the 

proposed amounts produced on the pumping machine. 100% 
quality means there has been no defect amount. The quality rate can be 

expressed in a formula as follows [35]: 

 

𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝑟𝑎𝑡𝑒 =  
(𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 – 𝐷𝑒𝑓𝑒𝑐𝑡 𝑎𝑚𝑜𝑢𝑛𝑡)

𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡
𝑥 100         (4) 

 
where, defect amount = proposed amount – actual amount of 

contaminated water supply. 

Quality considers “Defect Losses” from 
Start-up losses (pump required warm-up time) 

Production losses (no production according to specification) 

 
The Artificial Neural Network (ANN) models developed for Downtime 

(DT) and Actual Produced amount (AP) data where employed optimization 

procedures using Genetic Algorithm (GA) using MATLAB (version-2019b) 
software. These two data sets are variables and will be employed as input for 

the ANN-GA model, whereas the rest are independent (identical values for all 

months) and will ignore in the model. Consequently, these two parameter 
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values' changes will reflect on the OEE value and consider different losses 
weight. Integrated ANN with GA as an effective tool to study the current 

performance status of the DWD system and identify the main losses 

influencing the system performance and use its full design capacity. 
After that, estimated future Downtime (DT) and actual production (AP) 

values based on eighteen months gained data to predict the DWD system 

performance in the coming thirty-six months. To provide a status report about 
DWD system behavior patterns and their effectiveness to give management 

adequate time and allow them for an early intervention to minimize system 

deterioration, reduce maintenance costs, and increase productivity.  
Analysis of variance (ANOVA) was adopted as an additional decision 

tool for detecting the variation of process parameters. It is a statistical method 

to determine the optimal level of factors that impact independent variables 
have on the dependent variable in a regression study [36]. In this study, 

ANOVA of the 36-month data will be carried out the variable 1 (downtime) 

and variable 2 (actual produced amount) directly related to OEE. Linear 
regression analysis using two variables provides a basis for estimating the 

OEE. The predicted OEE of the developed model through ANOVA techniques 

is more realistic and reliable. The ANOVA equation has been presented below 
(Equation 5) [37]. 

 

𝐹 =
𝑀𝑆𝑇

𝑀𝑆𝐸
                                                                                                                        (5) 

 
where F is the ANOVA coefficient, MST is the mean sum of squares due to 

treatment, and MSE is the mean sum of squares due to error. 

 

r =
∑(xi−x̅)(yi−y̅)

√∑(xi−x̅)2  ∑(yi−y̅)2                                                                                           (6) 

 

where 𝑟 is the correlation coefficient  𝑥𝑖 are values of X-variable, �̅� is the mean 

of the values of the x-variable, 𝑦𝑖 is values of y-variable, and �̅� is the mean of 

the values of the y-variable. 

 

𝑦 = 𝛽0 + 𝛽1 𝑋1 + … + 𝛽𝑛 𝑋𝑛 + ∈                                                                   (7) 

 

where y is the predicted value of the dependent variable (OEE value in our 

study), 𝛽0 is the y-intercept (y value when all parameters are set to 0), 𝛽1 𝑋1is 

the regression coefficient (𝛽1 ) of the first independent variable (𝑋1), 𝛽𝑛 𝑋𝑛 is 

the regression coefficient of the last independent variable, and 𝑒 is the model 

error (known as residuals). 
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Data Analysis and Results 
 

ANN-GA analysis modelling of OEE evaluation   
The Deep-Water Disposal (DWD) pump system is vital to smooth operation, 
and they represent a significant segment of the entire operation. The high 

reliability of these pumps is envisaged to reduce the maintenance cost (failure 

cost), thus reducing the process disruption, and ensuring continuous plant 
productivity, which reflects positively on the revenue generated. These pumps 

have to operate 24 hours a day / seven days a week. The current state of the 

pump system performance observed is decreasing based on the number of 
failures during the specified operating period. Obtained data for eighteen 

operated months was trained using ANN-GA analysis modelling to evaluate 

the present DWD pump system OEE performance. Figure 4 shows the mean 
square error (MSE) versus the iteration plot of ANN for training, validation, 

and test performance of the Overall Equipment Effectiveness (OEE) 

evaluation. The sample data used can be referred to the appendix A. The most 
popular algorithm is backpropagation because it is a capable and efficient 

simulation. Also, used Levenberg–Marquardt algorithm (LM) because it has 

more successive performance predictions for complicated relationships 
between input variables. The LM algorithm, a trust-region model, contains 

three primary steps: data enters the input and crosses the network layers, then 

the mean square error ((MSE) (Equation 8) of the output computed by the net 
is propagated and lessened to the training target; finally, the connection 

weights are adjusted and updated [38]. 

 

𝑀𝑆𝐸 =
1

𝑛
 ∑ (𝑡𝑖 − 𝑦𝑖)2𝑛

𝑖=1
                                                                                (8) 

 

where 𝑦𝑖  denoted the network's output, 𝑡𝑖 denoted the desired goal and 𝑛 is the 

number of inputs. 

During training, errors are propagated back through the neurons, 

thereby adjusting the neurons' weights. Each cycle of error propagation during 
the network training is an epoch, and the number of epochs indicates how long 

the ANN simulation lasts. This performance plot shows unnoticeable 
problems, and the validation and test curves do not indicate overfitting. This 

training process undergoes till it gets saturated. Thereby, once the network's 

performance reaches the best fit, it will undergo training for the other six 
epochs, stop the training process, and avoid overfitting the network. The green 

ring circle indicates the best-fit point of the performance parameter neural 

network achieved with Mean Square Error (MSE) is 0.0003388 at epoch 9, 
which is very small and close to zero. In other words, the MSE mean (average) 

the magnitude of the error square estimates that the distance between the test 

value and the actual test value is close to each other. Moreover, the training 
and validation datasets gap is minimal and referred to as the "generalization 
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gap". At epoch 15, the generalization stops improving, and the training is 
halted.  

 

 
 

Figure 4: Plot of validation performance of the network 

 

The correlation coefficient R regression plot is a valuable measurement 

of how well the ANN-GA network fits the data. The correlation coefficient is 
used to measure the strength of the relationship between two variables 

(Equation 6). The regression plot illustrates the correlation between the actual 

network output and the respective targets of the present OEE evaluation 
experiment. A correlation coefficient R-value of 1 means the output precisely 

matches the targets. In training, 70% of the provided data sets are used for 

training, 15% are used to validate the network, and 15% are used to test the 
network. In the case of a small number of learning data, like in our case, the 

training data should be subtracted sparingly; therefore, we have chosen 70 % 

for training data. There are no hard rules for data division. It depends on the 
complexity of the problem and the amount and nature of the learning data 

(much or less noise). However, there not a clear connection between the data 

division and the network performance. But 70% for training, 15% for 
validation, and 15% for testing data are recommended in certain literature [39]-

[42]. 

Multiple linear regression (Equation 7) predicts the outcome variable 
based on two or more variables, also called multiple regression. This technique 

enables the determination of the model variation and the relative contribution 
of each independent variable in the total variance. Generally, the regression 

plot has four curves showing output for training, validation, test, and 

combination, as shown in Figure 5. It observes a higher value of regression R 
and indicates greater than 99% for both training and validation sets. For all 

data sets, the fit value is exceptional. The regression plot for this experimental 

network illustrates that all data sets are appropriately fitted to the line and 
indicate that the neural network structure is accurate and coherent.  
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Figure 5: Regression Plot results for the current DWD system performance 
 

Figure 6 shows the topology of the ANN model with two input neurons 

and output neurons (OEE) along with the optimum number of ten hidden layer 
neurons. The learning rate was adjusted to 0.01, the maximum number of 

epochs set to 1000, and the performance set to 0.0. During analyzing datasets, 

70% were used to train the network and 15% each for the validation and the 
test. The network used in this study is a single-layer perceptron feed forward 

learning algorithm (Levenberg Marquardt backpropagation). This study will 

frame the input variables as machine downtime and actual production in the 
network, and the output/ target variables are considered to evaluate and 

maximize overall equipment effectiveness, improve efficiency, and recognize 
the main losses of the Deep-Water Disposal (DWD) pump system. The 

input/output variables data sets are loaded in the neural network structure to 

train the network using the Trainlm function. This function type updates the 
weight and bias values according to the Levenberg Marquardt optimization 

method. Gradient descent with momentum weight and bias learning function 

(Learngdm) is used for adoption. Input neurons use the Logsig function to 
generate the output signal, and the transfer function used for the hidden layer 

is the Tansig function. 
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Figure 6: Neural network structure of OEE evaluation 

 

In Figure 6, ‘w’ denotes the weight, whereases ‘b’ denote the bias, and 
the network randomly assigned their values. The associated transfer function 

Tansig showed a curve in the hidden layer and the output layer associated 

transfer function is Purelin and shown as a straight line. The number of hidden 
neurons was adjusted to 10 found optimum to increase the training 

performance and decrease the mean square error (MSE). The Levenberg-

Marquardt training algorithm requires the least number of epochs for training 
the network. The MSE represents the average square difference between the 

output and the target. In other words, the lower values of the MSE are the 

better. The artificial neuron gets several input data as a vector x= 

(𝑥1, 𝑥2, … . . , 𝑥𝑛) where n is the number of the input. It weights each input 𝑥𝑖 

with a pre-determined weight 𝑤𝑖 and sums up all the weighted input. A bias b 

is added to the sum and the result is provided to an activation found λ which is 

nonlinear. The output of the artificial neurons can be written as follows [42]. 
The Levenberg-Marquardt algorithm needs more memory but less time.  

 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑓𝑟𝑜𝑚 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 =  𝜆(∑ 𝑤𝑖
𝑛
𝑖=1 𝑥𝑖 + 𝑏)                                             (9) 

 

 
 

Figure 7: Error histogram network with 20 bins of the ANN-GA 
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Figure 8: Regression plot results for the predicted DWD system performance 

Error histogram values were calculated as demonstrated in Figure 7 

through mean square error (MSE) by measuring the distance of the observed y 

values from the predicted y values at each value of x, then squaring each 
distance, followed by taking the mean of each square distance. It shows that 

the residual coverage between targets and the network output = [-0.00568 _ 

0.03022]. Moreover, this histogram illustrates the target and predicts values 
errors with 20 bins after training the feedforward neural network for training, 

validation, and testing. Y-axes represent the number of dataset samples. A bin 

corresponds to the error shown at mid-plot, and the height of the bin for the 
training dataset lies around eight instances. Zero error point falls under the bin 

with the center -9.9e-06. The data from eighteen months was collected for two 

variables, downtime, and actual production amount, for forecasting the 
effectiveness of the deep-water disposal pump system in the coming thirty-six 

months. 70% of provided data sets are used for training, 15% of data sets are 

used for testing the prediction, and the rest 15% of data sets are used for 
validating the network. Figure 8 shows the performance regression plot result 

of the prediction of the two parameters. It is observed that the correlation 

coefficient (R) value of 1 for training, test, validation, and all datasets implies 
a perfect fit of outputs precisely equal to the target. Error histogram can help 

assess the quality of the trained network because it demonstrates the residuals 

between targets and network output and indicates outliers.  
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Figure 9 illustrates the error histogram and shows that most errors lie at 
-0.05, which is within the acceptable limit. Hence, the quality of learning data 

is exceptionally close to a value of 1 and without any outliers.  
 

 
 

Figure 9: Error histogram network with 20 bins of the ANN-GA predicted 

dataset  

 
The error has been calculated as shown in Equation 10 [42]. 

 

𝐸𝑟𝑟𝑜𝑟𝑠 =  𝑇𝑎𝑟𝑔𝑒𝑡𝑠 –  𝐴𝑁𝑁 𝑜𝑢𝑡𝑝𝑢𝑡𝑠                                                    (10) 

 

The error histogram figure shows that the fitting data errors are 
distributed within a reasonably good range around zero, denoted as the orange 

vertical line for the training (blue) validation (green) and test (red) data. The 

number of bins of 20 represents the vertical bars observed in the error 
histogram ranging from -0.95 (leftmost bin) to 0.95 (rightmost bin). This error 

range is then divided into 20 smaller bins, so each bin has a width of 0.095, by 
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The vertical bar represents the number of samples from the datasets 
which lie in a particular bin and their corresponding error. As can be seen, the 

higher the number of datasets plugged in ANN, the lower the error associated. 

As the number of instances (dataset combinations) decreases, the associated 
error increases (positive and negative errors), directly affecting the ANN 

prediction performance. 

 
ANOVA  
ANOVA or variance analysis is a statistical procedure that separates variance 

data into different components for additional tests and measures the dependent 
variable from an independent variable. Moreover, it is used to model the 
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relationship strength between two variables where a dependent variable is 
predicted based on one or more independent variables. This study used thirty-

six months of data on downtime (hrs) and actual produced amount (m3/hrs) to 

perform the ANOVA. 
 

Table 1: The test evaluation of the multiple regression statistics 

 

Regression statistics 

Multiple R 0.99862195 

R square 0.9972458 

Adjusted R square 0.99707888 

Standard error 0.00481302 

Observations 36 

 

Table 1 shows that the value of the multiple R is 0.998; close to 1 means 
having a positive and robust linear relationship. Whereas the R square value 

indicates the points that fall in the regression line is 0.997, which is very good. 

97%, close to 1, and the regression line fits the data. The standard error of 
0.0048 illustrates that regression analysis is precise and that the average 

distance of the data point falls from the regression line is very small. 

 
Table 2: The ANOVA analysis statistics  

 

* AP: Actual produced amount (M3/hrs.)                                                     * DT: Downtime 

 

In the ANOVA analysis (Table 2), F statistics (ratio of mean squares) is 
equal to 0.138396996 /2.31652x10-5 = 5974.355. The distribution is F (2, 33), 

and the probability of observing significance F (P-value) is very low, 

5.75334E-43; this means 5.75x10-43. The convention is that the relationship 
is highly statistical significance because the P-value is very small (P˂ 0.001). 

ANOVA  

  df        SS MS F Significance F 

Regression 2 0.276793992 0.1384 5974.36 5.7533E-43 

Residual 33 0.000764451 2.3E-05 
  

Total 35 0.277558443       

 Coefficients 
Standard 

error 
t Stat P-value 

Lower 

95% 

Upper 

95% 

Intercept -0.4483 0.0104 -43.058 1.4E-30 -0.4695 -0.4272 

*DT -0.0006 
2.3582E-

05 
-27.556 2.4E-24 -0.0007 -0.0006 

*AP  3.9241E-05 
4.0551E-

07 
96.770 4.4E-42 

3.8416E

-05 

4.0066E

-05 
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Also, strong evidence that the slope of the regression line is not equal to zero. 
The squared multiple correlations (regression SS) R2 = SSM / SST= 0.276794 

/ 0.277558 = 0.997, indicating that 99.7% of the variability in the “ratings” 

variables is explained by downtime and actual production amount variables. 
The lower and upper 95% confidence interval for downtime is -0.0007 and -

0.0006, whereas 0.000038 and 0.00004 for the actual produced amount and the 

boundaries prove that does not contain zero and 95% confidence the significant 
linear relationship between downtime scores and actual production amount and 

the chance of acceptance. Where DF denoted the degree of freedom, SS 

denoted the sum of squares, and MS denoted the mean square. 
A residual plot is a graph that shows residual values on the vertical axis 

and the independent variable on the horizontal axis. The vertical distance is 

called residual, which means when the data point is above the line, the residual 
is positive, and the residual is negative for the data point below the line. The 

closer the data point residual is to 0, the better the fit. The residual output 

shows that the difference between the actual value and the predicted value of 
the regression model is minimal and very close to each other refer to appendix 

B. Both residual downtime and actual produced amount plots in Figure 10 

show a reasonably random pattern and indicate that a linear model fits the data 
well. There is a strong correlation between model prediction and the actual 

result for both residual plots. It is observed that both plots have a high density 

of points close to the origin and low-density points away from the origin.   
The regression analysis can be used to predict the OEE for any future 

combination of variables 1 (downtime in hours) and variable 2 (actual 

production m3/hr. This means the data obtained in ANN prediction modelling 
of variables 1 and 2 meet the actual data (refer to Appendix B). Analysis 

showed a linear relationship with the OEE, and selected variables and Equation 

11 can be used to predict the OEE with 99.7% accuracy.  
 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑂𝐸𝐸 =  −0.000649834 𝑥 𝐷𝑜𝑤𝑛 𝑡𝑖𝑚𝑒 (ℎ𝑜𝑢𝑟𝑠) +  3.9241𝐸 −

05 𝑥 𝐴𝑐𝑡𝑢𝑎𝑙 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 (
𝑚3

ℎ𝑟𝑠
) + (−0.448339865)                  (11)  

 
Figure 11 shows the plot of actual residual OEE and predicted OEE for 

36 observations used for the study. The regression model developed shows 

very low residuals indicating that the predicted model closely matches the 
actual one. Thus, this OEE prediction model is satisfactory and can be used to 

set a target for improving the OEE value of DWD pumps. To achieve the 

desirable higher OEE level at the DWD pump system, Equation 11 can be used 
in two ways. For the desired OEE, field operators can target actual production 

for a month in m3/hr for a maximum allowable monthly downtime (hours) to 

meet the desired OEE. Conversely, for the desired OEE, maintenance 
departments can work towards the maximum allowable downtime per month 

(hours) for targeted actual production m3/hr to meet the desired OEE. For 
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instance, if desired OEE of 70%, the maintenance team has to maintain 
frequent failures (downtime) not exceeding 30 hours per month; and ask the 

production team to produce an output within 30000 m3/hr. 

 

 
(a) 

 

 
(b) 

 

Figure 10: (a) Downtime; and (b) actual produced amount of residual 

prediction plots 

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0 50 100 150 200 250

R
es

id
u

a
ls

 (
H

rs
)

Downtime (Hrs)

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0 5000 10000 15000 20000 25000 30000

R
es

id
u

a
ls

 (
H

rs
)

Actual produced amount (m3/hours)



S. Al-Toubi et al. 

218 

 
 

Figure 11: The residual plot of actual OEE and predicted OEE for 36 

observations 

 
 

Conclusion 
  
This paper presents the overall equipment effectiveness (OEE) current 

performance evaluation of the deep-water disposal (DWD) pump system using 

an ANN-GA modelling analysis approach by MATLAB software based on 
eighteen months of historical data collected. The results show that the system 

OEE currently performed between 29% and 54%, with an average of around 

43.5%, far from the world-class target (85%). Also noticed is that the 
availability factor has a stronger impact on the OEE formula than the 

performance and quality factors, which means it has a higher weight. 

Accordingly, concentrating on and improving the DWD system availability 
will make a difference in the system's effectiveness without sacrificing 

performance and quality factors. To achieve that, minimize the frequent 

failures (breakdown) of the DWD system and align all system setup and 
adjustments activities according to the operator's weekly schedule plan. 

Integration of ANN-GA analysis was used to predict the DWD pump system's 

overall equipment effectiveness future for the coming thirty-six months and 
was developed and validated. The results showed that the predicted future 

system performance average is approximately 49%, which reflects the poor 

performance of the DWD pump system in the future compared to the world-
class target. In addition, the prediction data observed matched the actual data, 

proving that the data quality used in the analysis was reasonable. Also, the 

ANN-GA analysis result confidence was very close and matched the actual 
values. In an analysis of variance (ANOVA) of the 36-month data, it is 

observed that variable 1 (DT) and variable 2 (AP) are directly related to OEE. 
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Linear regression analysis using two variables provides a basis for estimating 
the OEE with 99.7% confidence with a standard error of 0.0048. This 

demonstrates that regression analysis is precise and that the average distance 

of the data point falls from the regression line very small. The lower and upper, 
95% confidence, is the significant linear relationship between downtime 

scores, actual production amount, and the chance of acceptance. The linear 

regression equation developed in this study helps determine the combined 
impact of variables 1 and 2 on OEE. The residuals of predicted OEE were 

significantly lower; it is observed that both plots have a high density of points 

close to the origin and low-density points away from the origin, and thus the 
model developed through ANOVA techniques is more realistic and reliable. 

This study analysis can help maximize the OEE target level from a poor level 

to an acceptable level and support management with a clear vision report of 
DWD system performance behaviour in the current and future. Furthermore, 

it provides a base for identifying the potential area of early improvement and 

supports continuous improvement (CI) objectives by identifying and 
eliminating associated maintenance waste. 
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Appendix A 
 

The table below shows the current OEE values results in actual and ANN-GA analysis output where both values match each 

other. 
 

Months Jan Feb Mar Apr May Jun July Aug Sept *Oct Nov Dec Jan Feb Mar Apr May June 

T/ Time 720 720 720 720 720 720 720 720 720 600 720 720 720 720 720 720 720 720 

DT 97 138 82 203 116 211 254 218 243 114 109 175 117 109 128 143 177 197 

(A) 86.53% 80.83% 88.61% 71.81% 83.89% 70.69% 64.72% 69.72% 66.25% 81.00% 84.86% 75.69% 83.75% 84.86% 82.22% 80.1% 75.4% 72.64% 

Actual 21875 27500 24375 27500 27500 27500 27500 27500 24375 20313 27500 27500 27500 24375 24375 24375 21875 21875 

Design 
Cap 

37500 37500 37500 37500 37500 37500 37500 37500 37500 31250 37500 37500 37500 37500 37500 37500 37500 37500 

(P) 58.33% 73.33% 65.00% 73.33% 73.33% 73.33% 73.33% 73.33% 65.00% 65.00% 73.33% 73.33% 73.33% 65.00% 65.00% 65.0% 58.3% 58.33% 

Proposed 31250 31250 31250 31250 31250 31250 31250 31250 31250 26042 31250 31250 31250 31250 31250 31250 31250 31250 

Defect  9375 3750 6875 3750 3750 3750 3750 3750 6875 5729 3750 3750 3750 6875 6875 6875 9375 9375 

(Q) 70% 88% 78% 88% 88% 88% 88% 88% 78% 78% 88% 88% 88% 78% 78% 78% 70% 70% 

Actual 
OEE 

35.33% 52.16% 44.93% 46.34% 54.14% 45.62% 41.77% 44.99% 33.59% 41.07% 54.76% 48.85% 54.05% 43.02% 41.69% 40.63% 
30.80

% 
29.66% 

ANN-GA 0.3533 0.522 0.4481 0.4633 0.5393 0.4573 0.4177 0.4534 0.3359 0.4106 0.5472 0.4951 0.5382 0.4332 0.414 0.4074 0.308 0.2654 

 
DT: Downtime                             Cap: Capacity       

A: Availability                              T/Time: Total Time in hours                                              

 P: Performance                            Defect: The loosed amount of production. 

 Q: Quality                                    Proposed: The amount target set by the operation team.   

*All production amounts are measured in cubic meters per day 
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Appendix B 
 

The below table shows the predicted future OEE values results for the 36 

months. It observed that the OEE actual values were matched with ANN-GA 
analysis output. 

 

 
DT: Downtime      A: Availability        P: Performance                  Q: Quality 

DPA: Defect Produced amount.           APA: Actual Produced Amount. 

PPA: Proposed Produced Amount        T/Time: Total Time. 
 

 
 

S/N T/ 

Time 

Hrs 

DT A 

% 

APA 

M3 

/hrs. 

DPA 

m3 

/hrs. 

P 

% 

PPA 

M3 

/hrs. 

DA 
m3/hrs. 

Q 

% 

OEE 

% 

ANN-GA 

% 

1 720 52 92.78 21875 37500 58.33 31250 9375 70 37.88 38 

2 720 40 94.44 24375 37500 65.00 31250 6875 78 47.88 48 
3 720 90 87.50 26250 37500 70.00 31250 5000 84 51.45 52 

4 720 24 96.67 27500 37500 73.33 31250 3750 88 62.38 62 
5 720 174 75.83 24375 37500 65.00 31250 6875 78 38.45 40 
6 720 38 94.72 21875 37500 58.33 31250 9375 70 38.68 39 

7 720 45 93.75 26250 37500 70.00 31250 5000 84 55.13 55 
8 720 32 95.56 24375 37500 65.00 31250 6875 78 48.45 49 

9 720 48 93.33 27500 37500 73.33 31250 3750 88 60.23 60 
10 720 56 92.22 22917 37500 61.11 31250 8333 73 41.33 41 
11 720 24 96.67 26250 37500 70.00 31250 5000 84 56.84 57 

12 720 32 95.56 24375 37500 65.00 31250 6875 78 48.45 49 
13 720 48 93.33 24375 37500 65.00 31250 6875 78 47.32 48 

14 720 26 96.39 26250 37500 70.00 31250 5000 84 56.68 56 
15 720 192 73.33 21875 37500 58.33 31250 9375 70 29.94 29 
16 720 48 93.33 24375 37500 65.00 31250 6875 78 47.32 48 

17 720 58 91.94 27500 37500 73.33 31250 3750 88 59.33 59 
18 720 56 92.22 26250 37500 70.00 31250 5000 84 54.23 55 

19 720 51 92.92 22917 37500 61.11 31250 8333 73 41.64 42 
20 720 32 95.56 27500 37500 73.33 31250 3750 88 61.67 61 
21 720 56 92.22 21875 37500 58.33 31250 9375 70 37.66 37 

22 720 68 90.56 24375 37500 65.00 31250 6875 78 45.91 46 
23 720 62 91.39 21875 37500 58.33 31250 9375 70 37.32 37 

24 720 28 96.11 26250 37500 70.00 31250 5000 84 56.51 56 
25 720 40 94.44 27500 37500 73.33 31250 3750 88 60.95 60 
26 720 16 97.78 21875 37500 58.33 31250 9375 70 39.93 40 

27 720 48 93.33 24375 37500 65.00 31250 6875 78 47.32 48 
28 720 52 92.78 26250 37500 70.00 31250 5000 84 54.55 55 

29 720 24 96.67 24375 37500 65.00 31250 6875 78 49.01 49 
30 720 33 95.42 22917 37500 61.11 31250 8333 73 42.76 43 
31 720 48 93.33 26250 37500 70.00 31250 5000 84 54.88 55 

32 720 69 90.42 21875 37500 58.33 31250 9375 70 36.92 37 
33 720 46 93.61 27500 37500 73.33 31250 3750 88 60.41 60 

34 720 64 91.11 24375 37500 65.00 31250 6875 78 46.19 47 
35 720 46 93.61 21875 37500 58.33 31250 9375 70 38.22 38 
36 720 48 93.33 27500 37500 73.33 31250 3750 88 60.23 60 
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